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Abstract

Combustion diagnostics is a mature field of inquiry with a host of pre-existing

experimental research methods. Currently, however, no one method captures time-

resolved scalar profile estimates of temperature and major species concentrations with

a single instrument. Imaging Fourier transform spectroscopy (IFTS) has the potential to

fill that void. IFTS offers several unique advantages for combustion diagnostics such as

portability, ease of operation, and the combination of imaging and wide band spectral

data. Moderate spectral resolution (up to 0.25 cm−1) across a wide band pass (1.5µm

to 5.5µm) captures radiance from many major combustion species simultaneously.

High-speed imagery existing within the interferometric measurement can be used with

existing flow field analyses performed by infrared cameras. This work provides IFTS

with the capability to measure time-resolved 3D imaging of scalar values in laminar

axisymmetric flames. This will make IFTS a useful tool for future work in understanding

combustion phenomenon, validating chemical kinetic models, verifying numerical

simulations, and system performance estimate.

Using an IFTS camera, data of a partially-premixed ethylene Hencken burner flame

produced at equivalence ratios of 0.8, 0.9, 1.1, and 1.3 was captured. A novel calibration

methodology was developed for high-temperature flame sources. A single-layer radia-

tive transfer model retrieved path-averaged temperature, H2O, CO2 and CO column

densities that agreed well with previous results. For the Φ = 1.1 flame, the spectrally

estimated temperature for a single pixel T = (2318±19)K, compared to reported laser

absorption measurements, T = (2348±115)K, and a NASA CEA equilibrium calcula-

tion, T = 2389 K. Near the base of the flame, absolute concentrations of H2O, CO2, and

CO were (12.5±1.7)%, (10.1±1.0)%, and (3.8±0.3)%, respectively. These compared

iv
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favorably with CEA values of 12.8%, 9.9% and 4.1%. This work helps to establish IFTS as

a valuable combustion diagnostic tool and also motivated the need for a multi-layer

radiative transfer algorithm and time-resolved spectra reconstruction.

Using CFD simulations and measurements of a laminar H2 flame, an algorithm for

reconstruction of spectra as a function of the buoyancy-driven harmonic flame period

is demonstrated. It is shown that the combination of a band integrated intensity value

and its temporal derivative define a unique configuration of the flame’s scalar fields at

any time. Through selectively averaging over an ensemble of measurements, interfer-

ograms representing the scalar fields at various times can be created and converted

into "snapshot" spectra. Integrated line-of-sight radiance profiles reconstructed at vari-

ous times in a flame’s period compare favorably to previously reported measurements.

Comparisons to previously reported values of a similar flame are favorable and agree to

within a maximum difference of 18.5%.

An inversion method is developed to estimate radially-resolved scalar values and is

tested against several simulated laminar flames. Empirical functions estimate flame

edge values, improving starting estimates for an onion-peeling process. A three-point,

sliding onion-peel inversion provides a fast and flexible, yet reliable estimation of the

radial scalar profiles. A global parameter minimization utilizes all data simultaneously

for an optimized solution. Results of the inversion agreed with truth to within 1-10%.

Flexibility for complex profile shape and sensitivity to trace species is demonstrated.

The combination of the "snapshot spectra" algorithm and the scalar field inversion

method was applied to measurements of radiation from an unsteady laminar hydrogen

flame. Temperature and water concentrations were resolved radially at two different

"snapshot" times in the period of the flame’s harmonic motion. Measured results com-

pared favorably with previously reported values of a similar flame and CFD simulations.

Temperatures agree to within 11% and water concentration values agree to within 19%.

v
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This work demonstrates the ability of IFTS to make time-resolved 3-D maps of scalar

values of an unsteady, axisymmetric laminar flame.
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LAMINAR FLAME COMBUSTION DIAGNOSTICS USING IMAGING FOURIER

TRANSFORM SPECTROSCOPY

I. Introduction

In 2020, it’s estimated that 62% of Unites States’ energy needs will be met through

the combustion of petroleum, natural gas, liquid biofuels, and other liquid gasses [3].

With such a large portion of US energy needs being met through the burning of various

carbon fuels, the study of combustion remains an important discipline in the pure and

applied sciences. Combustion diagnostics (CD) encompasses the set of technologies

and methodologies which permit the detailed study of combustion phenomena and

remains a field of continued interest and investment. Concerns over global climate

change drive research Objectives towards improved combustion efficiency in the energy

industry. Increased efficiency and weight reduction motivates the creation of compact,

light weight combustors in the aeronautics field. Accurately characterizing the spatial

distribution of species concentrations and temperature in flames lends insight into

system efficiency, emission levels, and design optimization. Prodigious advancements

in computing power over the last 20 years have fostered research efforts toward reactive-

flow Computational Fluid Dynamic (CFD) and chemical reaction models. Despite

great advancements in the accuracy and reliability of these simulations, laboratory

measurements are still needed to validate and improve CFD models. Among these real

world techniques, those utilizing optical based diagnostics (both active and passive)

have proven the most useful.

In 1857 William Swan associated several bright emission features in the spectra of

comets with identical emissions he observed in wax candles. Concluding that these
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emission lines originated from the carbon molecule C2, Swan became the first to inter-

twine combustion and optical diagnostic [4]. As the use of combustion systems grew,

so grew a need for diagnostics. Early emission based diagnostic tools included spectro-

graphs, monochromators, optical filters, photoelectric photometry, and interferometers.

A complete listing of experiments in flame spectroscopy from 1800 to 1966 is available

in [5]. The tools used for flame diagnostics, however, remained largely unchanged until

the invention of the laser, which opened a floodgate of potential.

Use of laser measurement techniques grew rapidly. In 2005, 44% of all papers in the

30th volume of the Proceedings of the Combustion Institute incorporated laser based

experimentation such as laser absorption spectrometry (LAS), laser induced florescence

(LIF), and coherent anti-Stokes Raman spectroscopy (CARS) (each discussed further in

Chapter II). The high degree of spatial, spectral, and temporal precision of lasers coupled

with their ability to interrogate crucial minor species keeps them as the frontrunner of

all diagnostic techniques. As with all measurement tools, laser systems are not without

their limitations. In recent years some of these weaker points are being supplemented

with a return of passive emission techniques such as IR camera diagnostics and Fourier

transform infrared spectroscopy (FTIS) (both also discussed further in Chapter II). The

limitations and advantages of all these techniques will be addressed later in this work,

however a few are brought to light now to help motivate this research.

An ideal combustion diagnostic would provide the following capabilities:

1. Measure all relevant chemical species and temperature (i.e. scalar fields)

2. Resolve scalars field variations in all three dimensions

3. Track (1) and (2) over time

Most CD techniques focus on one of these goals at the expense of the other two, and

a handful of methods do an excellent job at tracking two of these. At present, tech-
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niques which simultaneously provide the spatial and temporal resolution of multiple

scalars (i.e., provide all three capabilities above) are generally lacking, and can be im-

mense in size and complexity when successful [6]. In addition, many of the previous

laser techniques require a large experimental footprint and are very challenging to

operate, making them unattractive outside of a sophisticated optics laboratory and

thus impractical for studying full-scale combustion systems under field conditions.

This research brings Imaging Fourier-transform spectroscopy (IFTS) close to being a

complete technique, with an ability to meet each of these three capabilities for certain

combustion systems. This may represent the most comprehensive yet compact, robust,

field deployable combustion diagnostic technique available. Moreover, IFTS requires

only one optical port and its operation is nearly identical to a standard infrared camera.

As a result, it can be set up and collecting calibrated data in about an hour, making it a

very simple diagnostic to implement.

The overarching goal of this research is the development and validation of IFTS as

a passive optical tool for the quantitative study of combustion systems. Specifically,

this effort (1) couples a spectroscopic radiative transfer model with a tomographic

reconstruction technique specifically adapted for IFTS and (2) produces algorithms

which enable the transformation of an ensemble of “time-averaged” IFTS measurements

of unsteady laminar flames into “instantaneous” snapshot measurements. As a result,

this work enables quantitative measurements of multiple scalar fields — both spatially

and temporally — using IFTS, a novel feat that has not been demonstrated to date.

This work validates the spatial-temporal retrieval technique using well-characterized

axisymmetric laminar flames, both steady and unsteady. In doing so, a foundation is

laid for the application of IFTS to the study of more challenging turbulent combustion

sources, which are of practical importance to the USAF and the broader combustion

research community.
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1.1 Research Objectives

This work centers around the use of a medium-wave infrared (MWIR) IFTS camera to

make combustion diagnostics measurements of two variations of an unsteady laminar

flame. An overall goal was the demonstration of IFTS as a viable tool for the estimation

of flame scalar values in a full 4-D sense (temporal and three spatial dimensions). This

was achieved through following specific objectives:

1. Demonstrate IFTS as a viable, steady-state laminar flame CD tool. Standard

calibration techniques were found to be insufficient for use with bright, selectively-

emitting radiant flames. This forced the creation of a novel calibration approach

essential for the accuracy and validation of any scalar value retrieval technique.

This process included the development of a gain and offset smoothing method

needed to remove systematic errors due to differences in atmospheric path lengths

between calibration sources and the scene, and low signal to noise ratio (SNR) at

wavelengths of interest. Next, development of a single-layer, line-of-sight scalar

retrieval model provided detailed CD results validated against previous measure-

ments. These results compared favorably in the steady, nearly homogeneous

region near the base of the flame, but demonstrated the need for time resolution

and tomographic reconstruction models in the unsteady region well above the

base. The work supporting this objective is fully developed in Chapter III.

2. Develop algorithm to recover time-resolved spectra from ensemble measure-

ments. Traditional Michelson interferometer scenes are static in nature. Rapid

scene changes like those in a flame introduce scene change artifacts in the mea-

sured interferograms that are not easy to overcome. The DC signal measured

by IFTS (and accompanying the AC signal produced by it) encodes information

about the temporal dynamics of an unsteady flame. An algorithm has been devel-
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oped that leverages this information to produce “instantaneous” interferometric

measurements corresponding to different times in the period of a harmonically

unsteady flame. This is accomplished through logical sorting of DC-level signal

for the entire measured data ensemble. The algorithm is validated using CFD

model predictions and then applied to an unsteady hydrogen flame and com-

pared with previous measurements [2] of a similarly-configured flame. The work

in support of this objective is presented in Chapter IV.

3. Create spectroscopic radiative transfer tomographic model for radial scalar

field estimation. Emission-based camera measurements capture line-of-sight

data. To achieve spatially resolved scalar values in all three dimensions, inver-

sion methods are required. IFTS is uniquely suited to this task as it captures all

information needed by most inversion methods in a single measurement. Tra-

ditional inversion methods, however, have limitations which can be mitigated

by the unique advantages of IFTS. In particular, IFTS’s high spatial and spectral

resolution across a wide infrared band enable simultaneous radial retrieval of

multiple scalars. This objective’s work is discussed in Chapter V.

4. Demonstrate 4-D scalar retrieval in an unsteady laminar flame. Measured data

of an unsteady non-premixed hydrogen flame provided the platform to combine

the algorithms developed for Objectives 2 and 3. Results compare favorably

with previously reported values and CFD simulation. Temperature and water

concentrations were resolved radially at two different "snapshot" times in the

period of the flames harmonic motion. This work demonstrates IFTS is a viable

tool for the estimation of laminar flame scalar values in a full 4-D sense. The work

supporting this objective is developed in Chapter VI.
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1.2 Document outline

Each new chapter in this dissertation contains its own introductory paragraph

outlining the goals of the particular section. Here, an overview of the document is

provided to aid in the understanding of how the document is organized.

Following this chapter is a background chapter, with both a literature review and a

discussion of important theory (Chp. II). The literature review focuses on relevant work

in the combustion diagnostics field. This includes top-level explanations of major laser

and passive diagnostic methods used. Several publications will be reviewed in great

detail, as their experimental setups have been used as templates, and their results as

points of comparison. Next, the theory section lays out important theory including a

review of laminar flames, the radiative transfer problem, the inversion problem, and an

overview of IFTS.

Chapters III through VI present work supporting the stated objective. Chapter III

is presented in the form of a journal article published in Optics Express (Volume 22,

Number 18, Page 21600). This article discusses a novel calibration technique designed

for IFTS measurements of high temperature flames. It also presents the first IFTS mea-

surements of a laminar flame with scalars estimated using a simplified radiative transfer

model for a steady, homogeneous flame and represents the fulfillment of Objective 1.

Chapter IV discusses the creation of an algorithm for recovering time-resolved spectra

of an ensemble of interferometric measurements of a harmonic unsteady flame. This

chapter represents the fulfillment of Objective 2. Chapter V discusses the creation of

a tomographic technique featuring an inhomogeneous radiative transfer model for

converting line-of-sight emission measurements into radial scalar profile estimates.

This chapter represents the fulfillment of Objective 3. Chapter VI presents the results of

applying the algorithms developed in Chapters IV and V to estimate temporally- and
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spatially-resolved scalar measurements in an unsteady laminar flame. This chapter

represents the fulfillment of Objective 4.

After placing these results into context of current state-of-the-art CD in the Con-

clusions (Chapter VII), two appendices are included. First is an article published in

the International Journal of Energetic Materials and Chemical Propulsion (Volume 12,

Issue 1, Page 15). This article discusses IFTS and its emerging uses for studying combus-

tion and exhaust plumes. The second appendix is a description of the computational

fluid dynamics model, UNICORN, used in conjunction with the spectroscopic radiative

transfer model to generate synthetic flame data.
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II. Background

2.1 Literature Review

Combustion systems represent a very harsh environment, with high temperatures

and often rapidly changing complex chemistry. This means that experimental retrieval

can be difficult, and simultaneous retrieval of several values of importance such as

temperature and species concentrations is harder still. Couple this with the fact that

most real world systems have limited optical access, and it’s clear why its difficult for a

single measurement technique to fulfills the triangle of needs for full CD. It is also no

surprise that a host of diagnostics techniques are commonly used today. This section

aims to summarize only a handful of the major techniques, with specific focus on

those relevant to this work. Several publications will be reviewed in great detail, as

their experimental setups have been used as templates, and their results as a point

of comparison. First are laser based techniques, followed by radiant emission based

techniques. It should be noted that intrusive probe sampling techniques are in common

use, but will not be discussed in this document.

Laser combustion diagnostics.

Current methods to determine species concentrations and temperatures in flames

are dominated by laser techniques such as LIF, planar LIF (PLIF), LAS and CARS. With

the majority of the available data originating from these measurements, it is prudent

to provide a compressed review of these techniques. The focus will be on the unique

strengths and limitations of each, and how IFTS fits into the current combustion diag-

nostics community. Although there are many other methods, including many variations

on the three discussed here, they will not be addressed as a comprehensive review of

laser techniques is not intended. Such reviews are available in the literature [4, 7–10].
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Laser-Induced Fluorescence.

LIF and PLIF have developed into the predominant detection method for trace

species in flames [4]. This is largely due to the relative ease of the measurement tech-

nique, the existence of databases useful for results interpretation, and both point and

planar imaging capability [4]. There are extensive reviews in the literature that cover

both theory and experimentation of LIF [11, 12], so only a brief discussion of LIF is

provided here. In this technique, a laser is tuned to a wavelength matching the energy

transition of an atom or molecule of interest [4]. The laser excites the atom or molecule

into an elevated state, from which it fluoresces to a lower energy level (still above the

ground state). The input frequency of the laser is typically tuned over one or more

absorption features of an atom or molecule. This fluorescent emission intensity is

then detected as a function of the input laser frequency. In a PLIF system, the camera

captures a 2D image of the fluorescence from a laser sheet. Fig. 1 depicts a simple

energy diagram of a PLIF system, as well as a simple experimental setup.

The advantages of LIF type measurements include 2D imaging, very fast measure-

ment rates, high spectral resolution, and good signal to noise. LIF has been used

for velocity, single species concentration, temperature, and pressure measurements

[4]. Flame edge location measurements are particularly suited to LIF as combustion-

relevant radicals (OH, CH, C2) indicate the reaction zone, and are readily detectable

by LIF. This is an advantage over IFTS as the emission signal of these minor species is

often below the SNR of the IFTS detector. Relative species location and temperature

also requires little calibration. LIF temperature estimation relies on monitoring the

Boltzmann population distribution of the few ro-vibrational levels interrogated by the

laser, which can be done without an absolute radiometric calibration, as long as the

wavelength dependent gain of the detector is known. This is something true of most

Boltzmann distribution based temperature estimation methods including IFTS.
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Figure 1. Left: Simple LIF energy diagram. Right: Simple example of PLIF experimental setup.

LIF is not without its limitations. The influence of level-dependent spontaneous

emission, collisional transfer rates, and/or the magnitude of pre-dissociation may lead

to considerable systematic errors [13]. Problems in the measured spectra can arise if

one does not account for rotational energy transfer, polarization effects, quenching of

the pumped energy level, and any nonlinear excitation or absorption that may occur

[14, 15]. This can result in measurement uncertainty on the order of 5-7% of measured

temperature values [16]. It is shown in Chapter III that IFTS is capable of uncertainties

as low as 1% of temperature value measurements because of the tens of thousands of

spectral features captured in each measurement. It is also no trivial matter to interrogate

multiple chemical species using LIF, often requiring multiple laser sources. This adds

layers of complexity and cost to an experimental setup. Again, the wide spectral band

of IFTS captures information of any emitting species in that band with sufficient signal.

Lastly, despite the great 2D spatial resolution PLIF provides, either the flame or the laser

system must be moved for interrogation of multiple locations in the flame. This may be

simple in a laboratory, but could be impractical in a real world situation.

10



www.manaraa.com

Laser Absorption Spectrometry.

Laser absorption, at the top level, is a very straight-forward measurement technique.

LAS is a predominant tool in the absolute quantitative assessment of species [17]. Again,

a full review of this technique is not intended and is available in the literature [7, 12].

Laser light, usually from a tunable CW diode laser centered on a major transition energy

of the species to be interrogated, is passed through a flame and the exiting attenuated

signal intensity, IAb s , is measured. With a knowledge of the starting laser intensity, I0,

the ratio IAb s/I0 yields the transmittance, τ, of the path traversed by the laser through

Beer’s law. Fig. 2 shows a simple visual of a LAS system and an experimental setup. Here,

σ12(λ) is the absorption cross section of energy transition from ground (1) to an excited

level (2) for the intended species. N1 is the population of the ground energy state for

that species. In a species that is homogeneous through the laser’s line-of-sight (LOS),

the population is no longer a function of position, x , and the transmittance expression

simplifies to τ= IAb s/I0 = exp [−σ12(λ) ·N1 · L ].
Similar to LIF, LAS is capable of detecting trace species in flames by actively inter-

rogating a sample with a wavelength of light set to a specific transition of the trace

species. This is again an advantage over IFTS. Unlike LIF though, absolute concentra-

tion calculations (as least in the simplicity of homogeneity) requires only a knowledge

of the starting and finishing laser intensity, accurate knowledge of the path length L

and the cross section of the transition, usually readily available from a database such

as HITRAN [18]. This simplicity is why LAS is the predominant tool in quantitative

assessment of species. LAS often uses CW lasers, providing a continuous recording of τ

with time for an excellent temporal resolution into how species concentration and flame

temperature are changing. This is a distinct advantage over IFTS as a single complete

spectrum required for scalar value retrieval is collected on the order of 1 to 0.1 Hz.

Most flames are not homogeneous and so the ground level population N1, among
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other flame conditions, is a function of x . Therefore, just like IFTS, tomographic decon-

volution techniques are needed for an accurate estimation of scalar values. Furthermore,

LAS takes a single LOS measurement and requires repeated measurements, moving

either the flame or the laser (or incorporating many lasers), to construct 2D or 3D scalar

maps. IFTS certainly improves on this, as the Telops camera can collect as many as

81920 independent LOS measurements at a single time. Lastly, LAS measures small

changes in a very large signal. These small changes can often be on the same level as

the noise of the detector or the laser source, making the detectivity of LAS not as high

as LIF. There are several ways to improve on this issue, one being an external cavity

around the flame, in effect increasing the path length of the flame. Second is the choice

of energy transitions, specifically choosing only those with a very high transitional

strengths. Both of these options serve to either add complexity to the measurement

and post-processing, or reduce the available set of measurements.

The publication by Meyer et al. in 2005 [1] is an instance of a LAS experiment that has

been of particular importance to this work. It provided a template for the experimental

setup and was a point of comparison for the work presented in Chapter III. In Meyer’s
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work, LOS measurements of temperature and OH species concentration were made

on a partially pre-mixed laminar ethylene/air Hencken burner flame using OH–LAS.

The Hencken burner is designed to generate a near homogeneous flame close to its

base making the homogeneity approximation valid. OH absorption measurements in

the UV (313.5-nm) were made using sum-frequency mixing of a 763-nm and a 532-nm

laser source in a beta-barium borate crystal. Temperature and OH species values are

reported for a variety of flame fuel-to-air ratios (Φ), and at various heights and widths

around the flame. These reports indicate that, similar to LIF, scalar values using LAS

have uncertainty values on the order of 4-6% of the measured value. This can be as

much as 125 K in temperature measurements and 550 ppm in OH concentration. This

is due, in part, to the fact that only a single spectral feature was interrogated. IFTS

improves on temperature uncertainties here by investigating many spectral features,

however uncertainties in the absolute radiometric calibration of the instrument, at this

time, limit the accuracy of IFTS for species concentrations to 7-10% of measured value.

The reported results of Meyer et al. also support the need for multi-layer tomographic

reconstruction even in the laboratory ideal Hencken burner flame. Results reported at

heights of 40 mm above the burner and higher begin to diverge from computational

results. This is attributed to, among other things, the loss of homogeneity in the flame

at these heights due to the incorporation of nitrogen from the co-flow and ambient air.

An additional relevant example of a LAS experiment is that performed by Ma et al.

in 2009 [19]. This work also used a Hencken burner but with a H2/air flame. Distin-

guishing this work from that of Meyer et al. is the use of a hyperspectral laser source

that interrogated the flame, scanning over a 250 cm−1 range (7250 cm−1 – 7500 cm−1)

200 times a second. This short-wave IR window was ideal for sampling many H2O

absorption transitions belonging to the R branch of the ν1 +ν3 and 2ν1 + 2ν3 bands.

Although many more lines were captured, only the 100 strongest absorption peaks
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were selected and used in the analysis to save time and reduce uncertainties. This

work also used a tomographic reconstruction technique to develop 2D slices of scalar

values. A detailed description of the reconstruction technique is available in [20]. The

measurement region was discretized into seven zones by interrogating the flame with 6

beams simultaneously. This consisted of 5 zones of the flame, the N2 co-flow around the

flame and the purge flow around the co-flow. Each zone was assumed to have uniform

temperature and H2O mole fraction. Temperature and mole fraction calculations made

using the tomographic reconstruction of the flame were in reasonable agreement with

adiabatic flame calculations and previous CARS measurements. For a Φ= 1 flame, the

temperature ranged from a peak of 2308 K at flame center to 2221 K in one of the flame

edge quadrants. CARS measurements of the same flame indicated a peak temperature

of 2400 K and equilibrium calculations predict a peak temperature of 2379 K. Work in

[19] is significant because it draws many parallels this work. It incorporates hyperspec-

tral line-of-sight measurements at multiple locations in a flame into a tomographic 2D

reconstruction of scalar values in the flame. More over it does so for a H2/Air flame. This

provided an excellent point of reference for methods and techniques for hyperspectral

LOS signal as well as points of difficulty. The same inversion algorithm was not used

in this work, but useful techniques for handling the hyperspectral component of the

signal were implied. IFTS also suffers from having many lines in a spectrum that may

be below a practical signal level, resulting in significant errors at those lines. Ma’s work

shows that ignoring all but the most significant lines is an acceptable way to handle

this problem.

Coherent Anit-Stokes Raman Spectroscopy.

Of the three laser techniques discussed here, CARS is the most complicated. As seen

in Fig. 3 CARS requires the perfect mixing of three separate laser beams to generate the
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CARS signal. The strongest laser source is the pump laser set atωpump. This frequency is

not in resonance with any transition of the interrogated molecule [4] but rather excites

a virtual level. A lower intensity probe beamωprobe at the same frequency is split from

the pump beam. A second laser source generates the Stokes frequency ωStokes. The

stokes source can be set up in two different ways. First, is a very narrow band source

from a tunable laser. When the frequency differenceωpump−ωStokes becomes close to

ωvib/rot, the molecule will experience an oscillating polarization [21]. Because of this

oscillation, the resulting CARS signalωCARS, due to the probe beamωprobe, not only has

a frequency ofωCARS =ωpump+ωprobe−ωStokes, it also is riding on top of this oscillation

signal. Second, is wide band stokes source. This allows for single-shot measurements

of the entireωvib/rot lineshape if the CARS signal is measured though a spectrometer,

as is pictured in Fig. 3 [21]. This method allows for the use of pulsed lasers sources for

greater energy and very fast sampling times.

CARS has proven useful in measuring many major species of interest in combustion

diagnostics, such as N2,O2, H2O and CO2 among others [4]. As the name CARS suggests,
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the signal is coherent in nature and has a very narrow solid angle of emission. This

makes signal retrieval relatively easy and provides a much improved SNR over other

laser techniques. The primary function of CARS is temperature measurement. The

CARS signal depends on both the population N1 and N2 in the energy levels that make

up the frequency differenceωvib/rot. This population is governed by the temperature

dependent Boltzmann distribution and therefore the CARS signal is also temperature

dependent. In fact, CARS is believed to be the most accurate estimation of temperature

laser techniques can achieve, with accuracy estimated at better than 40 K [22]. It is

the believe of this author that IFTS is capable of meeting this precision in temperature

estimation. Concentration measurements with CARS is also possible, as long as a

characteristic parameter in the measured spectrum can be distinguished above the

noise level [4]. This can include peak amplitude, integrated intensity or spectral shape.

Using broadband CARS and spectral line shape, CO concentration in flames has been

demonstrated down to concentration levels of 0.5% – 1.0% [23, 24]. Again, because it is

an active interrogation technique, CARS will be able to investigate more trace species

than IFTS.

CARS does have a limit to the concentration values it can measure. When species

concentrations become too low, the spectrally unstructured non-resonate background

signal from the bulk of the sample can reach the level of noise in the signal. This noise

is primarily made up of fluctuations in laser intensity, mode beating, spatial beam-

point stability, and the fact that CARS signal is very dependent on all these values [4].

This limitation raises the major point of concern for CARS measurements – they are

incredibly complicated to set up, requiring multiple lasers and any number of high-

quality optics. Once set-up they are easily disturbed, often requiring realignment of

the laser beams each day. This level of sensitivity to experimental setup limits CARS

entirely to a laboratory test platform. IFTS can be easily setup and taking data in a few
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hours, in the laboratory or in the field, with a relatively small footprint. Lastly, CARS

is also a point sampling technique, interrogating only the point where all the beams

overlap. 2D and 3D mapping of a flame takes many measurements rather than a single

measurement like IFTS.

Radiant emission diagnostics.

Unlike laser based diagnostics that rely on active interrogation of a flame using

external sources of radiation, radiant emission based techniques rely only on the self

radiation of the chemicals in the flame. The predominant measurement techniques are

IR imaging, FTIS, and the newly proposed technique of IFTS. Here we will discuss some

of the advantages and disadvantages of each, again stressing how IFTS contributes to

the current combustion diagnostic field.

IR Imaging.

Camera imaging in general is a very straight forward technique. A radiating flame of

any kind is simply imaged using a camera sensitive to either visible light or IR radiation.

The speed and ease of this type of experiment is apparent and is advantage enough

if only relative LOS radiation levels are needed. Visible cameras are now capable of

imaging at up to 1.4 million frames per second (Phantom v711) and IR-cameras are

capable of imaging at tens-of-thousands of frames per second (Telops Fast-IR 1000,

Cheetah-640CL). With this kind of temporal and spatial resolution, very fine details

of flame turbulence can be measured. Introduction of seeded particles, or scene fea-

ture tracking, allows for very accurate flame velocity measurements. Also, filtering the

spectral band of the camera intelligently to one dominated by a species of interest,

with proper calibration, can be used for rough temperature and concentration mea-

surements. There are many examples of combustion research done using imaging
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systems. Most deal with the stability, velocity, and shape of flames as cameras capture

this information easily. Some examples follow.

In 1969 Robson and Wilson used particle track photography to estimate flame veloc-

ity [25]. This helped them determined the stability and lift of a methane diffusion flame

as a function of fuel flow rate. Flames seeded with fine aluminum particles were imaged

with a camera directly. A strobe illuminated the particles at a 2400 Hz rate allowing

the camera to track each particle through the flame over its 0.25 Hz exposer time. At

this early date the experiment was done using film cameras and the negatives were

projected to 62.5 times regular size and, on paper, the path of particles was tracked.

In 1998 Takahashi et al. used particle-imaging velocimetry (PIV) to perform a very

similar experiment to Robson and Wilson, investigate the stability and lifting condi-

tions of methane diffusion flames as a function of different stabilizing mechanisms

and burner designs. Key advancements included two-color PIV, which allow for two-

dimensional velocity flow fields, and numerical models to compare results to. With

the advance of camera technology and computer models, PIV became much easier

to do. Although color film was still used to capture the images, it was later digitized

for analysis on a computer. Although an imaging technique, PIV often requires laser

sources to illuminate the particles in the flow.

In 2007 Chung used flame imaging (in part) to investigate the propagation character-

istics (speed, liftoff height, reattachment, blowout, and instability) of a more complex

tribrachial flame [26]. This is a type of flame composed of a lean and a rich premixed

flame wing together with a trailing diffusion flame, all extending from a single point.

Such flames can be found in diesel engines, direct injection gasoline engines, premixed-

charge compression ignition, and stratified-charge compression ignition engines. The

need to understand the stability of these flames is apparent given the list of real world

environments they are found in.
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Roquemore et al. studied the unusual sooting structure of ethylene flames estab-

lished by laminar recirculation zones of a centerbody burner [27]. Here flame pho-

tography, as well as laser sheet visualization and CFD code, helped investigate the

unusual characteristic of soot. It was found that soot, entrained in the recirculation

zone, followed spiral trajectories that terminated at vortex center. Photography aided

in characterizing the sooting structure of the flame by locating and tracing the portion

of the flame glowing yellow. A clean burning ethylene flame will glow blue at the base

(dominant emission from CH and C2 radicals), whereas soot will be yellow in the flame

(dominant greybody emission). When photography was used in conjunction with sheet

lasers (used to illuminate soot particles) it was discovered the soot followed discrete

spirals. The photographic results, as many experimental results are intended to do,

helped validate the predicted results of the CFD soot model used and showed that the

simple soot model predicted the properties of these complex flames reasonably well.

In a separate publication [28], the centerbody burner was again used to study sooting

behavior as a function of the flame flow conditions. Photography helped discover that

the sooting behavior of the flames could be dramatically altered, without changing the

fluid dynamics. Under a narrow window of flow conditions, a toroidal flame could be

seen near the base of a lifted flame. Interestingly, using CFD and high-speed imagery

as support, it was concluded that the observed toroidal flame was an optical illusion

created through the natural time-averaging of the eye.

In 2013, Denisova et al. published a work on emission tomography in flame diagnos-

tics that looked to recover in-plane distributions of emission intensity measurements

[29]. Final retrieval of scalar values came from a maximum entropy-based method. This

was done by capturing spectral images of the flame using a CCD camera and appropriate

filters to isolate emission from OH, CH, and C2 radicals.

Additional examples showing comparisons between measured and computed flame
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radiation are [30] and [31]. In 2012, Rankin et al. compared narrow band mid-IR radia-

tion intensity measurements of both steady and unsteady bluff body stabilized laminar

ethylene flames to computed infrared images [30]. The computed images were gener-

ated by solving the radiative transfer equation along lines-of-sight through the flame,

not unlike what is done in this work. The goal of this work was insight into the flame

stabilization region, and beyond, through qualitative and quantitative comparison

of measured and computed imagery. Rankin et al. found good agreement between

measured and computed images in all areas except some educational differences in

the flame stabilization region. In 2013 Rankin et al. continued work with IR imaging,

extending into the turbulent flame regime [31]. Radiation values as a function of both

position and time were investigated, including mean and RMS intensities, population

distribution functions, power spectral density functions of the radiation intensities, and

spatial correlation of radiation intensities.

In 1999, Mungal and Lozano investigated how a jet in crossflow made from the

burning plume of an unabated oil well discharge changed over time [32]. This was

done directly from video footage purchased from a news network recording oil wells

burning in Kuwait during the Gulf War. The footage was broken down frame-by-frame

(30 frames/sec) to generate an x-y-t look at the plume. With this, it was discovered that

the burning jet consisted of a series of large-scale organized structures that convect

downstream, leading to a periodic flame tip burnout. The plume was much less orga-

nized, but the speed of the burning structures as they transitioned from jet to crossflow

direction showed a constant speed. This suggested an underlying organization existed

in the jet crossflow, in spite of its complex structure. This example of flame imaging

diagnostics demonstrates combustion diagnostics where only a very limited amount of

data was available, as is often the case during a war-time environment.

A secondary use for imaging combustion diagnostics is real-time condition monitor-
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ing of combustion systems. One such example is that done by Hernandez and Ballester

in 2008 [33]. In this work, three different techniques were explored for their ability in

the identification of combustion states (useful for optimizing flame conditions and

for use in advanced flame control techniques). First, was feature extraction, or the

derivation of parameters directly from flame images. Second, was a technique using

artificial neural networks to relate image features with relevant combustion parameters.

This requires the development of a user designed "neural pathway" that weight, trans-

form and compute outputs to be passed on "from neuron to neuron" given the input

information of each pixel. Lastly, probabilistic pattern recognition was used to estimate

relevant combustion parameters. This work shows the major advantage of CCD based

imaging systems, that is real time diagnostics of 2-D flame information. More over, it

proves that through some complex forethought of the processing, simple 2-D images

can be interpreted into acceptably accurate, relevant combustion parameters usable in

a feedback loop to optimize the combustion process.

A specific example of IR imaging used with thin filament pyrometry (TFP), that is

of particular value to this work, was performed by Blunck et al. in 2009 [2]. In this

work, an unsteady non-premixed hydrogen flame was generated using a stainless steel

tapered tube with an inner diameter of 8 mm and a hydrogen flow rate of 52 mg/s. A

FLIR Phoenix IR camera was used to image LOS radiation emission mostly from H2O. A

thin ( 15 µm diameter) silicon carbide filament was placed perpendicularly through the

flame for enhanced temperature measurements. Using known emissivity and thermal

properties of the filament, accurate temperature estimations were made at all points

along the length of the wire. This is a well established technique because of its relative

simplicity with an accomplished set of literature available for review [34, 35]. The

radiation of the filament J ref
fil was calibrated first by looking at the filament in a McKenna

burner at a known temperature. Future measurements of the filament in the hydrogen
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flame were then normalized by this calibration radiance value. The temperature of

the filament was determined by cross-referencing the measured ratio to a look-up

table with calculated ratios at various Tfil. The temperature of the flame Tf was found

from the temperature of the filament by correcting for radiative heat loss. Using this

method yielded an overall uncertainty in Tf measurements of 7% at 1200 K and 11% at

2400 K. Measured temperature values agreed well with numerical simulations across

the width of the flame. Because the filament stretched across the full width of the

flame, the camera is able to capture the full radial temperature profile. Lastly, due to the

rapid thermal response of the filament and the fast imaging capability of the camera,

temperature measurements were gathered as a function of time, and these also agreed

well with numerical simulations.

Water vapor mole fraction χH2O was found using the spectral radiation values from

the flame (not the filament). To account for the non-homogeneous nature of the flame, a

narrowband radiation model called RADCAL [36], along with an onion peeling technique

was used with the known temperature profile of the flame found using TFP. Additional

details on an onion peeling method will be provided in Sec. 2.2, but in short χH2O is

found for the outer most ring of the flame, this value is then used to determine χH2O for

the next ring and so on to the center of the flame. Using this method χH2O values found

agreed within reason with numerical simulations of the flame. Typical uncertainties

in χH2O were found to be 21% of the value. In some instances, it was reported that

calculated χH2O values would begin to increase sharply near 0.5 cm radii due to the

propagation of uncertainty. Because of this there are no reported χH2O values within

0.5 cm. These results exemplify the most common difficulty in in the onion-peeling

technique. Propagation can cause very large errors and uncertainties in the middle

layers of a flame.
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Fourier transform IR spectroscopy.

Similar to IR-imaging, FTIS relies primarily on the self radiation of the flame for

information. There is a large set of work that uses FTIS with both emission and trans-

mission measurements, similar to that shown in the right side of Fig. 4, which require

an external radiation source and, for the purpose of this work, both will be discussed in

a single group. A common technique employs the use of a Michelson interferometer to

measure the constructive and destructive interference of emitted/transmitted radiation

as one mirror in the Michelson is moved. One full movement of this mirror builds an

interferogram that is then interpreted into a spectrum through a Fourier transformation.

The length the mirror traverses determines the spectral resolution of the flame mea-

surement. Additional details on the theory of interferograms and Fourier transforms

are provided in Sec. 2.2.

This process has an advantage over all the previously discussed techniques in that a

very large band of spectral information (millions of wavenumbers) can be collected in

one measurement. If the spectral window is chosen carefully, information on tempera-

ture and the mole fraction of major combustion chemicals (H2O, CO2, CO, OH and CH4

among others) can all be determined simultaneously. Because of the large and highly

resolved spectral axis FTIS can provide, there can be millions of spectral features all

governed by a temperature dependent Boltzmann distribution. This provides a highly

oversampled system for temperature estimation using one of the accepted spectral

databases, such as HITRAN [18]. Temperature and mole fraction estimations can there-

fore be very precise if the LOS is uniform. Additionally, similar to simple IR-imaging,

self-radiation of the flame can be measured from great distances, making it an excellent

field-deployable monitoring system.

FTIS is limited to a single LOS measurement, making it an impractical technique

for mapping scalar values though the flame. Also, it is limited in its ability to detect
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Figure 4. Left: Simple setup of an emission based FTIS measurement. Right: Simple FTIS setup that
includes both emission and transmission measurements.

trace species that may have a weak signature in the spectral band of the detector. Lastly,

because a spectrum is only available after a full scan of the Michelson mirror, temporal

resolution of scalar values is usually in the 10 to 100-Hertz range. Any changes in the

scene radiance over this scan will also severely complicate the meaning of the measured

interferogram. Scanning time can be decreased, however this is usually done at the loss

of spectral resolution or a decrease in the SNR of the measurement.

Early work with spectroscopic flame diagnostic measurements date as far back as at

least the 1940’s, where flame spectroscopy and radiation was a large topic of discussion

in combustion study due to the up-tick in combustion research in the late, and post-

WWII era. This literature review starts in 1966 where Tourin made static temperature

and water vapor concentration profiles in non-uniform combustion gases using simple

spectroscopic measurements [37].

Simmons, Yamanda and Arnold made temperature profile estimates of a non-

isothermal gas in 1969 using the now popular emission/absorption technique [38].

This work utilized a hydrogen/oxygen flame generated from a seven segment burner.

This ensured that the flame would have a temperature and species gradient across
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the width of the seven burners by adjusting fuel flow through each. Using a known

"general shape" of the temperature profile, the scalar profiles were approximated in

terms of a simple geometric form so the profiles could be characterized in terms of a

few parameters.

An excellent early work that utilized a multilayer axisymmetric approach to estimate

temperature and concentration profiles is that of Brewer and Limbaugh [39]. The

primary focus of this work was the development of a numerical iterative technique

that solved for temperature and water vapor concentration profiles from known line

strengths. This technique proved accurate when tested on a hydrogen-air flame using

emission/transmission measurements. Also important in the 60’s was the continued

theoretical and experimental studies that yielded a fundamental basis for a H2O and

CO2 radiation [40] and a narrow-band statistical model [41].

FTIS works earlier than the 70’s are very scarce as the first commercial FTIS was

not made available until 1969. The frequency of FTIS measurements in the literature

does however explode in the 80’s with the increase in both energy demand (through

the combustion of more caustic fuels) and the desire to reduce emissions. This catch-

22 forced the industry into new and efficient combustion techniques to handle new

types of coal, as well as, new techniques for in-situ monitoring of exhaust products.

Many of these works relied on simple FTIS and emission/transmission (E/T) FTIS

techniques with a focus on soot content and particle size [42–48]. The goals of these

tests were usually met with a simple LOS measurement, so most work in this era did

not include tomographic reconstructions. There was also some work done using FTIS

in the automotive industry (Ford Motor Co.) to help characterize vehicle emissions

and engine operating parameters [49, 50]. Again, because emission regulation was the

predominant driving force behind these works, only emission gases were tested, which

do not need to be spatially sampled.
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In the 90’s the research focus had largely switched over to laser-based techniques

and the frequency of FTIS documentation began to decline. Those papers that were

published did start to venture more into tomography, also in the coal fire research field

[51]. Other tomographic work was being done on non-coal flames, such as laminar

diffusion sooting ethylene and ethane flames [52]. In this work. line-of-sight E/T FTIS

measurements were used along with a tomographic reconstruction technique to derive

spectra corresponding to small volumes within the flame. From these derived spectra,

scalar values were calculated resulting in temperature and species profiles throughout

the flame.

FTIS research even branched out into the field of toxic waste incineration where it

was used to measure chlorinated hydrocarbons in combustion [53]. In 1999, Clausen

took a different approach with FTIS emission measurements by trying to estimate the

temperature and concentration of low levels of CO in CO2 by degrading the spectral

resolution and thereby increasing the SNR of the detector [54]. This was a technique

used later with laboratory diffusion flames [55]. Aircraft exhaust signatures are always a

topic of importance, so it is no surprise that FTIS was used to measure infrared spectra

of the exhaust gas of an aircraft’s jet engine [56–58]. And there was also other work done

that was intended for high temperature FTIS work [59].

More modern works, 2000 and later, naturally start to venture into expanded or

specific applications geared toward optimizing already established systems or for un-

derstanding subtle aspects of combustion. One example looked at what affect turbulent

fluctuation in flames might have on temperature retrieval and reconstruction [60]. This

is important as an FTIS measures a spectrum over a time scale much slower than that

of turbulence intensity and spectra generated from such measurements will have sys-

tematic errors as a result. Additional work on high temperature gases also continued

[61, 62], with work aimed at validating artificially calculated data in databases such
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as HITEMP [63]. One important article in tomographic reconstruction work is that

done by Lim et al. [64]. In this work, a fast scheme for obtaining soot volume fraction,

gas temperature, and major gas species concentrations was developed using spectral

radiation intensities from a homogeneous layer. Although it is admitted that most

flames will not be homogeneous, this work is an essential component for emission

tomography methods that will be discussed in Sec 2.2. In 2007, Ayranci et al. used

emission measurements to determine soot temperature, volume fractions and also

refractive index [65]. These values were calculated using an inversion scheme based on

tomographic reconstruction of the flame emission. The refractive index of the soot was

found from spectral gradients of the emission spectra.

Imaging Fourier transform spectroscopy.

IFTS takes the advantages of FTIS and couples them with an imaging system to

extend the usefulness of Michelson-based spectroscopic combustion diagnostics. Now,

rather than a single point interferogram, a very fast IR imaging camera is placed behind

the Michelson collecting an interferogram at each pixel simultaneously. Each of these

interferograms is converted into a spectrum and the same diagnostics advantages

FTIS provides are now available with up to 0.5×0.5 mm2 spatial resolution. IFTS has

already been demonstrated as an effective tool for measuring scalar values in a non-

reacting turbulent exhaust plume exiting a coal-fired power plant [66]. In this work,

measurements of temperature and typical combustion exhaust species using IFTS

agreed very well with those of in situ measurements.

The advantages over standard FTIS are clear. The ability to image the scene provides

both context to the spectra, as well as, the ability to map temperature and mole fraction

measurements. Additionally, the camera does not remove the DC component of its

signal, and a simple low-pass filter turns the data back into an IR video of the flame
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with the ability of up to 10 kHz broad-band imaging. Chapter IV shows how this DC

signal can be correlate to specific periods in a flames motion. [67] showed how the DC

signal can provide turbulent statistics the flame.

Although IFTS images the flame at a high temporal rate, the full spectrum is still

collected at sub-Hertz rate for most spectral resolutions desired. In fact, the added

burden of such large data sets makes the full scan time of the Michelson slower than

its FTIS counterpart for similar settings. Also, retaining the DC level of the signal does

come with a disadvantage. Most of the cameras dynamic range is taken up with this

DC level and, in bright flames, this can result in the need for ND filters, low integration

times, and ultimately reduced SNR. Each pixel is still a single LOS measurement as well,

so scalar values of inhomogeneous flames need to be reconstructed using tomographic

techniques that may disaffirm the precision IFTS has shown in homogeneous flames.

Fortunately, this is a well vetted problem in the FTIS community and previously accepted

tomographic solutions are applicable, with the added advantage that IFTS collects all

the needed information for most tomographic techniques in one measurement.

2.2 Theory

This section aims to lay out important theory relevant in this work. This includes a re-

view of laminar flames and their functionality, computational fluid dynamics modeling,

the radiative transfer problem, the inversion problem, and IFTS and how it works.

Laminar flames.

Although the lion’s share of modern combustion diagnostics is focused on turbulent

flames (and rightly so due to the turbulent nature of most real world combustion

sources) there is still a need to investigate laminar flames for calibration and kinetic

model verification.
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Figure 5. Left: Mean and standard deviation IR measurement of a laminar premixed flame. Right:
Mean and standard deviation IR measurement of a laminar diffusion flame.

Laminar is defined as a fluid flow that has no disruption, or cross flow, between

adjacent layers [68]. This is usually achieved through slow flow rates relative to the size

of the flow field and no obstructions in the flow field. The dimensionless Reynolds

number R e = ρV L/µ is the parameter that describes whether flow conditions are

laminar or turbulent in nature. Here ρ is the density of the fluid, V is the fluid velocity,

L is the characteristic length of the flow ( for this work L is the exit diameter of the pipe

anchoring the flame), and µ is the viscosity of the fluid. There is no single Reynolds

number that defines exactly the break between laminar and turbulent flow, but for

R e < 2000, flows are normally considered laminar.

Laminar flames can be broken into two major types: premixed and diffusion. In a

premixed flame, the fuel and oxidizer needed for combustion are mixed together to

create a homogeneous mixture prior to ignition. This provides a uniform flame, and

is the major technique used in calibration flames such as the Hencken burner or the

McKenna burner. The left side of Fig 5 gives an example of mean radiant emission in the

mid-IR from a laminar premixed flame. Note the uniformity in intensity across much
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of the base of the flame. This is also shown in the radiant standard deviation value in

the same area. In a diffusion flame, the fuel source and the oxidizer are introduced in

separate locations (generally a jet of fuel flowing into ambient air). This produces a

flame that is still laminar, but now has temperature and species profiles that are no

longer near-homogeneous. The right side of Fig 5 gives an example of a diffusion flame.

Here the mean image shows a large gradient in radiance over the radial profile. This

is due to the fact that the flame is only prevalent where the correct fuel and oxidizer

mixture exists, which is only at the edge of the fuel jet that is in contact with room air.

The standard deviation shows that, near the center of the flame, there is little radiation

or change in radiation because there is no oxidizer near the pipe exit, only the fuel jet.

During the early stages of this work, such as development of a calibration technique

and when using a single-layer radiance model, a laminar premixed Hencken burner was

used. This was done to help minimize any systematic errors that might have occurred

due to modeling a multilayered flame using only a single model estimate. In the latter

stages of this work, more complex diffusion flames were used for the development of a

multilayer algorithm and a time-resolved interferogram formation algorithm.

Computational Fluid Dynamics Modeling.

Computational fluid dynamics is the use of numerical analysis to solve fluid flow

problems. At the heart of all DFC models are the Navier-Stokes equations, which de-

scribe the motion of viscous fluid substances [68, 69]. In laminar flames this can be

done analytically. In turbulent flows the introduction of the Reynolds stress causes a

closer problem which makes analysis significantly more difficult. Turbulent CFD is,

however, beyond the scope of this work. Classic applications of CFD include modeling

air flow over a wing or around a car. Results can be beneficial for estimating drag and

lift forces or predicting the leading-edge temperatures, and often provide bounds for
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later experimental testing. Note that these examples do not have a reacting flow field,

which greatly simplify the modeling process. A subclass of CFD, which is computational

fluid dynamics with chemistry (CFDC), aims to model flow fields where species concen-

trations and temperature vary greatly due to chemical reactions in the flow. Laminar

flames are an example of just such a flow, making CFDC very relevant to this work.

Specifically, the CFDC model entitled UNICORN (UNsteady Ignition and COmbus-

tion with ReactioNs) was used extensively in Chapters IV and V to generate simulated

data sets of flames. UNICORN is perhaps one of the most thoroughly evaluated reacting

Navier Stokes based codes developed today [70]. UNICORN solves for axial- and radial-

momentum equations, continuity, and enthalpy- and species conservation equations

to simulate combustion in flames [70]. When written written in a cylindrical-coordinate

system, the governing equations are [70]:
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Here, ρ, is the flow density, u and v are the axial, z , and radial, r , velocity components

respectively. Eq. 1 is the continuity equation and Eq. 2 is either the momentum, species

or energy conservation equation, depending on the choice of Φ. Γ Φ are transport co-

efficients and SΦ are source terms. A table of the various Φ, Γ Φ, and SΦ is available in

[70].

In solving, momentum equations for u and v are integrated using an implicit QUICK-

SET (Quadratic Upstream Interpolation for Convective Kinematics with Estimated

Streaming Terms) numerical scheme [71]. Species and enthalpy is obtained using the

hybrid scheme found in [72] along with upwind and central differencing. The finite-
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difference form of the governing equations, evaluated on a staggered-grid in z and r , is

written as:

APΦ
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This equation is solved over the time increment,∆t , at a point, P . N and N +1 are

the known variables at the N th time step and the unknown variables at the (N +1)th time

step. z− and z+ are values at grid points immediately adjacent to P . A, and the terms

on the right-hand side of Eq. 3 are calculated from known variables at the N th time

step. The pressure field at every time step is calculated solving a system of algebraic

pressure Poisson equations at all grid points using the Lower-Upper decomposition

technique. Enthalpy of all species is calculated using polynomial curve fits and are

valid over the temperature range 300 to 5000 K. Viscosity, thermal conductivity, binary

molecular diffusion coefficients and other such physical properties of the species are

calculated using molecular dynamics. Mixture viscosity and thermal conductivity are

estimated using the Wilke and the Kee expressions respectively [73]. Molecular diffusion

velocity of a species is calculated according to Fick’s law, using the effective-diffusion

coefficient of that species [74]. The Lennard Jones potentials, effective temperatures,

and coefficients for enthalpy polynomials for each species are obtained from CHEMKIN

libraries. The UNICORN edition used in this work (UNICORN GRI Version 3.0) had

a finite rate chemistry database that included 53 species and 650 possible chemical

reactions.

This description of UNICORN only begins to describe the complex task of modeling

reactive flow fields. The limiting factor in these simulations is a precise understanding of

particle-particle interactions in the flow. Accurately modeling these interactions yields

chemical reaction rate values and other crucial constants that are in the CHEMKIN
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library. Simple monatomic and diatomic particles, such as hydrogen radicals or O2,

follow ideal gas laws closely and their interactions can be modeled with a simple kinetic

theory and the billiard ball approximation [75]. With the introduction of more complex

chemicals, such as hydrocarbons, the particle-particle interactions are no longer ideal

and become very hard to model. Values for these more complex reaction chains found in

the CHEMKIN library often come from laboratory measurements and empirical obser-

vations. Many of the chemicals in combustion, however, are very reactive and are nearly

impossible to isolate to a degree sufficient for high-fidelity laboratory experimentation.

Because of these limitations in the available data needed for CFDC, experimentation on

simple laminar flames is still an important field of research. Measurements, such as the

ones made in this work, are useful for validating CFDC predictions and isolating areas of

improvement. In-fact, this interplay between CFDC and experimental measurements

is a major driving force behind new discoveries in combustion phenomenon. IFTS

measurements, capable of resolving major species three-dimensionally and in time,

would be greatly beneficial to this effort.

Radiative transfer.

As with all passive radiation detection techniques, IFTS relies exclusively on radiation

emitted by the flame. Here, we will discuss in some detail the phenomena of radiative

transfer to provide insight into the measurements an IFTS camera is making.

Radiative transfer, simply defined, is how radiation born at one location is trans-

ferred to another. This process can include additional emission of radiance, absorption

of radiance, and scattering. Each of these processes influence and change the total ra-

diance that makes it to a detector. Using Modest [76], the general equation for radiative
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transfer is an expression of the conservation of energy, and is given by

d L ν̃
dα
+ L ν̃ = (1−ων̃)B (ν̃,α) +

ων̃
4π

∫

4π

L ν̃(ŝi )Φν̃(ŝi , ŝ )dΩi (4)

where here L ν̃ is the spectral radiant intensity, α is a dimensionless coordinate referred

to as the optical depth, and is inversely proportional to the mean free path of a photon,

ων̃ is the spectral single scattering albedo, B (ν̃, T ) is Planck’s blackbody function at α,

and Φν̃(ŝi , ŝ ) is the scattering phase function in the ŝ direction. The right hand term

is referred to as the source function, Sν̃(ν̃, ŝ ), for radiative transfer and represents the

spectral radiant intensity in the ŝ direction.

The solution to Eq 4 is a third-order integral equation in intensity L ν̃ and is quite

complicated to use. There are assumptions about the flame that considerably simplify

things. We will first assume the flames under investigation are free from scattering

effects. That is to sayων̃ ≈ 0. This greatly simplifies Eq 4, and is often a simplification

used in combustion [76]. This assumption is valid because the flames under investi-

gation in this work are clean-burning, soot-free flames. Also, the molecular size of the

chemical species are far smaller than the wavelengths under investigation. The flame is,

therefor, free of any particles that meet the Mie or Rayleigh scattering criteria. Without

scattering, Eq 4 reduces to
d L ν̃
dα
+ L ν̃ = B (ν̃,α) (5)

which can be solved using the integration factor e −α:

L ν̃(α) = L ν̃(0)e
−α+

∫ α

0

B (ν̃,α′)e −(α−α
′)dα′ (6)

In this form, L ν̃(0)e −α represents any background radiance the system may have

attenuated through the flame following Beer’s law. As is the case in this work, this

term is often ignored in the mid-wave IR as radiation from the flame dominates. It
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should be stressed that the variable α is itself a function of position in the flame and

spectral channel. This will be a very important aspect of the second half of this work,

as investigations into flames that have non uniform temperature and species profiles

begins. For a homogeneous source, however, there is an additional simplification that

is common:

L ν̃(α) = (1− e −α)B (ν̃,α) = ε(α)B (ν̃,α) (7)

which is quickly recognized as an expression of the gas emissivity εν̃ through Kichhoff’s

law (εν̃ = 1− τν̃) where τν̃ is the expression of the transmittance of light through a

homogeneous medium following Beer’s law. Eq 7 represents the radiative transfer

problem in its simplest form, with the inclusion of several assumptions that will not be

valid in later work. These difficulties will be further addressed in the next section and

the radiative transfer equations will be readjusted to their needed forms.

Radiance model.

Understanding the radiance of the flame is key to the success of this work. As such,

we will devote this section to a discussion of the radiance model used both in previous

work, as well as the adaptions for future work. The equations developed in the above

section will be adjusted as needed and put to use to explain what radiance the camera

is measuring. With this, comes the hope that temperature and species concentrations

in the flame can be worked out. Radiance models used with the IFTS have already been

used successfully and reported in the literature [66].

Single layer model

It is pragmatic to discuss some of the fundamental concepts using a single layer

model. This is unrealistic as most flames have some inhomogeneity in them, but the

concepts are easily extended. With this assumption we can start directly from Eq 7 and
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Figure 6. A schematic of a homogeneous single layer flame

define the optical depth variable as:

α=
�

P

KB T

�
l
∑

i

ξiσi (ν̃, T ) (8)

where we make the assumption (shown in Fig. 6) that the flame is at the same tem-

perature T , species concentrations ξi , and pressure P , across the width l . Absorption

cross sectionsσi (ν̃, T ) of each species i and at each spectral channel ν̃ are well defined

through the various available databases such as HITRAN [18]. Again, we have assumed

here that L ν̃(0) = 0. With this simple model, it is straight forward to equate L ν̃(α)with

the measured radiance at the detector L s c n
i , j (developed in Sec. 2.2) and adjust the inde-

pendent variables T , and ξi until the measured radiance matches the model radiance

as best as possible. In so doing, we achieve a best estimate for the temperature and

species concentrations of the flame.

Multi layer model

It is not hard to see that most flames will not be homogeneous in temperature and
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Figure 7. A schematic of a multi layer flame made up of J homogeneous layers. Note that layer
L K = L 1 but mathematically it is easer to number the layers from 1 to K rather than 1 to J and back to
1.

all species concentration across it’s full width. This inhomogeneity complicates the esti-

mation of scalar values and demands a multilayer model of the flame. Ideally, the flame

could be treated as a continuous variable that could be integrated over, but because the

IFTS camera does not have infinite resolution, it demands a discreet interpretation of

the flame.

The flames that will be investigated have been carefully picked so they possess axial-

symmetry. The most pragmatic way to discreetly interpret such flames is to assume

it’s comprised of concentric rings, each with some finite width, and each assumed to

be itself homogeneous. This is depicted in Fig. 7 for a flame made up of J rings. Note

that layer LK = L1 and Lk−1 = L2 and so on, but mathematically, it is easer to number

the layers from 1 to K rather than 1 to J and back to 1. Now each line-of-sight radiance

can be broken down into a radiative transfer equation comprised of a sum of each
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homogeneous layer and their transmission through each successive layer. For example,

LOS 1 in Fig. 7 is still simply a single homogeneous layer and can be expressed using

Eq 7 and Eq 8. LOS 2, however, is comprised of two layers. The LOS radiance at layer J

can be expressed as:

L J =
K∑

i=1

 
εi (αi )B (Ti )

K∏
j=i+1

τ j (α j )

!
(9)

Perhaps a more simple way to express this is to combine Eq 6 and Eq 7 to express

the accumulated radiance at each layer L i :

L i =τi L i−1+ (1−τi )B (Ti ) (10)

where in this form we recognize that τi L i−1 is again just the background radiance that

enters layer i and is attenuated through by τi and (1−τi )B (Ti ) is the radiance born in

that layer. Note here again that (1−τi ) is the emissivity of the i th layer.

With this model, the scalar value profiles of any axisymmetric flame can be worked

out given enough LOS measurements of the flame. It should be noted that this model is

most effective given an optically thin flame. That is to say, when the product
K∏

j=i+1
τ j (α j )>>

0 for all values of ν̃. If this is not the case the measured radiance at some LOS L j will

not contain information from all the layers, but rather only those layers coming after

the point where
K∏

j=i+1
τ j (α j ) ≈ 0, and an accurate reconstruction of the scalar profiles

will be challenging.

Tomographic reconstruction.

Imaging techniques such as IR imaging and IFTS are capable of providing 2D in-

formation of a flame and in some cases this is sufficient. However, a flame is a three-

dimensional flow field. The full 3D characterization of a flame is desirable to fully

understand physical and chemical characteristics of the flame. Achieving this infor-

38



www.manaraa.com

mation then requires a 3D tomographic reconstruction of the flame, using the 2D

information provided in the measurement.

Although there have been recent reviews of tomography measurements in flames

[77, 78], we will again review several major techniques here with a focus on how each

method may be useful to IFTS measurements, or how they may be limited.

Reverse Abel transform.

y axis

x axis

P(x)

r
y

x1

y axis

F(
y)

Camera

x1
x=0

F(x,y)

R

Figure 8. Depiction of a top down view of a 2D axi-symmetric function F(r). This is similar to a hor-

izontal slice through a flame. The coordinate system and relevant information needed for an Abel

reverse transformation is provided. Also provided are two example cross section profiles of F(r).

The Abel transformation is an integral transformation, named for Niels Henrik Abel,

that is used in the analysis of axi-symmetric functions such as F (r ) pictured in Fig. 8.

It is also the direct analytical solution to the axisymmetric inversion problem. This
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technique is obviously limited to known axi-symmetric flames and, as it is a linear

operation, to flames that are optically thin.The forward Abel transformation is used

in spectroscopy to estimate integrated signal profiles P (x ) seen by a camera when the

signal function F (r ) is known. This is given by:

P (x ) = 2

∞∫

x

F (r ) r d rp
r 2− x 2

(11)

where r =
p

x 2+ y 2. The reverse Able transformation is then used to recreate the signal

function F (r ) based off the measured profile P (x ) and is given by:

F (r ) =− 1

π

∞∫

r

d P

d x

d xp
x 2− r 2

(12)

This technique requires measurements over the full width of the flame to be able to

estimate the first derivative of intensity with x (measurements over half the flame will

suffice, however the full width improves estimations in essence by sampling F (r ) twice).

The spacing of horizontal measurements can be discrete and spaced apart, minimizing

the number of projections needed. In fact, over sampling the system can lead to errors

as the real difference between adjacent projections becomes comparable with the noise

level [78]. IFTS has a clear advantage here as it will not only measure the full width of the

flame, it will do so at all heights meaning Eq. 12 can be used along the z axis for a true

3D reconstruction. Also its 0.5 mm spatial sampling is a sufficient spatial resolution

and can be artificially reduced to mittigate any oversampling issues.

There are two main problems with the Abel inversion transformation. First, is a

singularity of Eq. 12 in the center of the flame where r = x = 0. This is an obvious setback,

as it requires a linear interpolation of the center of the flame from the corresponding

estimates. This is fairly insignificant for smoothly varying flames, but can be more of a
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problem in highly structured flames. Second, is its dependence on the first derivative

of P (x ). This causes the inversion to be very sensitive to any noise affecting P (x ), and

often results in erroneous structure in the estimated profile. In fact, the standard Abel

transform is rather infrequently used because of these two drawbacks [78], replaced

instead by adaptations that work around these issues.

To counteract these shortcomings several modifications have been made to the re-

verse Abel transformation such as the discretization, Nestor-Olsen, and Fourier-Hankel

method. For these algorithms to work, they are applied not to a continuous flame

but rather a flame made up of a 2N+1 different datapoint discrete distributions P (x )

with axial symmetry. The Abel technique, and these modifications are reviewed, with

example calculations in the literature [79, 80].

Discretization:

R

i = 0    1     2     3    4     5     6    7     8

r4

L(x4, ⌫̃ )

"(r4 , ⌫̃ )

Figure 9. Depiction of a top down view of a 2D axi-symmetric function F(r). The coordinate system
and relevant information needed for a discretization Abel reverse transformation is provided.
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This method is based on direct discretization of Eq. 12 and by changing the denomi-

nator slightly to avoid the discontinuity:

F (r j ) =− 1

π

N−1∑
i= j

P (xi+1)−P (xi )r�
xi +

∆x
2

�2− r 2
j

(13)

where xi = ri = i∆x and∆x is the width of each layer and i =−N ...0...N and j = 0..N −1.

A depiction of this geometry is provided in Fig.9. This method is rough, but provides

accurate results provided the input data P (xi ) is smooth.

Nestor-Olsen:

The numerical algorithm developed by Nestor and Olsen [81] is used due to its ease

of computation. The intensity profile here is given by:

F (r j ) =− 2

π∆x

N−1∑
i= j

P (xi )B j ,i





B j ,i = A j ,i−1−A j ,i for i ≥ j +1

B j ,i =−A j ,i for i = j

(14)

where

A j ,i =
[i 2− ( j −1)2]1/2− [(i −1)2− ( j −1)2]1/2

2i −1

The major advantage for this algorithm is its ease of computation. It also has a

reduced sensitivity to noise and was shown to better estimate a sample F (r ) than the

discretization method [80].

Fourier-Hankel:

The derivation of the Fourier-Hankel transformation is not shown here but is avail-

able in the literature [80]. In short the Abel, Fourier, and Hankel transforms form an

integral operator cycle. For example, applying the Abel transform to a 1D function and

then applying the Fourier transform to the result is the same as applying the Hankel

transform to the original 1D function. So rather than directly applying the reverse Abel
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transform, here the combination of a Fourier transform and a Hankel transform are

applied. In its final form, the intensity profile is given by:

F (r j ) =
1

2π∆x (2N +1)2

N∑
i=−N

P (xi )
N∑

k=0

cos
��

i

2N +1

�
k
�

k J0

�
j k

2N +1

�
(15)

where J0 is the zero-order Bessel function. This method clearly adds some complexity to

the equation, but also is claimed to be the method least sensitive to noise and therefore

gives better accuracy [80].

Onion peeling.

Homogenous Layer

y axis

x axis

To
 D

et
ec

to
r

P(1)
P(2)
P(3)...

Figure 10. Depiction of a top down view of 2D axi-symmetric concentric rings. This is similar to
a horizontal slice through a flame that has been divided into homogenous layers. The coordinate
system and relevant information needed for an onion peeling transformation is provided.

As the name implies, and similar to the Abel transform, this method divides the
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flame into concentric layers, like those of an onion, that are each assumed to be ho-

mogenous. Then, the flame is reconstructed one ring at a time, starting with the outside

most ring. Then, using information gained from the previous ring, the next layer is

solved. For example, in Fig. 10, the outer layer has a measured spectrum represented

by P(1). Because it is assumed that this layer is homogenous, and there is only one

layer contributing, it is straight-forward to measure the scalar values using a single layer

model that is well established (discussed in Sec. 2.2) and used extensively in Sec. III

The second layer, however, is now a combination of layer 2 in the middle and layer 1

in the back and front. Fortunately, all the information about layer 1 has already been

solved for so there is again only one unknown layer left. This can be solved for using

prior knowledge of flame geometry and a multi layer radiation model (also discussed in

Sec. 2.2). This is continued layer by layer keeping fixed the information about the layers

already solved for, until the full flame is vetted.

Dasch provides one mathematical example of 1-D onion-peeling for an axi-symmetric

medium [78]. In this work, the flame is approximated by rings of constant property

between r j −∆r /2 and r j +∆r /2 for each data point r j projected data P (xi ) is expressed

as:

P (xi ) =∆r
∞∑
j=i

Wi , j F (r j ) (16)

where

Wi , j =





0 j < i

[(2 j +1)2−4i 2]1/2 j = i

[(2 j +1)2−4i 2]1/2− [(2 j −1)2−4i 2]1/2 j > i

(17)

to express this deconvolution in matrix form it is simple to state that

Di , j = (W
−1)i , j (18)
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Onion-peeling is the most commonly used process to reconstruct flames, because

of its simplicity [78]. Despite its popularity, a downside of this technique is immediately

clear. Each successive estimation relies entirely on the last, making any systematic errors

compound near flame center. A way to minimize this is by coupling this technique

with some other measurement, such as that done by Blunck et al. [2]. As discussed

above, this work coupled a TFP temperature measurement with onion peeling, giving

an accurate temperature profile, which is a huge aid to the onion peeling estimation of

the water concentration.

Imaging Fourier transform spectroscopy.
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Figure 11. A schematic of a typical corner-cube style Michelson interferometer
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The term Fourier transform spectroscopy is applied to any technique that requires

a Fourier transform to turn raw data into the desired spectrum, however this work

will focus on the predominant techniques that rely on continuous wave Michelson

interferometers. A schematic example of a Michelson interferometer is provided in

Fig. 51. As the incident radiation enters the camera, it strikes a beamsplitter, ideally

sending equal parts toward each corner cube. The radiation is reflected back through

the beamsplitter and recombines before it’s imaged onto the detector. One of the corner

cubes is moveable, and continuously scans over a range (± xm in Fig. 11), creating

an optical path difference (OPD) between the two rays. This results in interference

(either constructive or destructive) between the recombined rays due to the phase

difference of the radiation. This interference pattern, referred to as an interferogram, is

then imaged by the detector as a function of both time and the optical path difference

of the two rays. Unlike standard Fourier transform spectrometers, imaging FTS has

the unique advantage of a multi-element focal plane array (FPA). This results in an

interferogram at each pixel of the detector that directly maps back to a unique line-of-

sight in object space. A typical interferogram is pictured in grey in Fig. 12. Applying a

Fourier transformation to the interferogram and the proper calibration (and also some

time averaging if the scene is not steady) yields the information rich spectrum of the

scene, shown in black in Fig 12.
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Figure 12. An overlay of a time averaged interferogram and its corresponding calibrated spectrum.

Mathematically, this process can be described as follows. The measured intensity

Ii , j (x ) at each pixel (i , j ) of the FPA is given by:

Ii , j (x ) =
1

2

∞∫

0

[1+ cos(2πν̃x )]Gi , j (ν̃)L i , j (ν̃)dν̃= I D C
i , j + I AC

i , j (x ) (19)

Here, Gi , j (ν̃) represents the spectral response of the instrument (this includes the quan-

tum efficiency η of the FPA as well as transmission/reflection losses within the instru-

ment and optics) to the radiance L i , j (ν̃) that makes it to the detector. This radiance is

composed of both the atmospheric attenuated scene radiance and the self-emitted radi-

ance of the sensor. This total scene intensity Ii , j (ν̃) can be thought of as a composition

of a constant offset I D C
i , j and a modulated component I AC

i , j (x ). For a steady scene (such

as a gas cell set at a constant temperature), the DC term never changes and is a waste

of detector response. I DC is usually removed through AC coupling the detector. When

viewing a dynamic scene such as flames, however, the DC signal, driven by changes in

temperature and species concentrations, is a strong function of time and position and

therefore cannot be ignored. In fact, it can be an asset, as the camera records changes
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in the DC component at each pixel very rapidly, which can be leveraged into high speed

IR imagery of the flame. The modulated component I AC
i , j (x ) is the change in intensity

associated with the effects of interference of the Michelson, the cosine transform of the

gain-weighted measured radiance.

A raw, uncalibrated spectrum is calculated through the Fourier transform of the

modulation intensity at each pixel Ii , j (x ):

Y s c n
i , j (ν̃) =F

¦
I AC

i , j (x )− I D C
i , j

©
(ν̃) (20)

Then with proper calibration, discussed in detail in Chapter III , the apparent radiance

of the scene is worked out:

L s c n
i , j (ν̃) =

Y s c n
i , j (ν̃)

Gi , j (ν̃)
− L i n s

i , j (ν̃) (21)

Note that this radiance is actually a convolution of the actual scene radiance (de-

scribed in Sections 2.2 and 2.2) and the instrument line shape, ILS:

L s c n
i , j (ν̃) =

∫
L i , j (ν̃)ILS(ν̃− ν̃‘)d ν̃‘ (22)

where ILS(ν̃) = 2xm sinc(2πxm ν̃) and xm is the maximum optical path difference of the

Michelson. This ILS convolution serves to limit the spectral resolution of the camera

and is adjustable with xm . Additional details on the camera calibration are provided in

Chapter III.
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III. Mid-IR hyperspectral imaging of Laminar flames for 2-D scalar
values

The following is a published submission in Optics Express presented in its entirety

[82]. The focus is on calibration and validation of IFTS as a tool for basic combustion

diagnostics of a partially-premixed laminar ethylene flame. Authors of this article

include Michael Rhoby, Dr. David Blunck, and Dr. Kevin Gross. The work is significant

for the following reasons:

• It presents a novel mid-IR, IFTS calibration technique for use with high tempera-

ture flame sources.

• It presents a detailed approach for uncertainty estimation in calibration

• It presents a new emission-based measurement which permits quantification of

two-dimensional scalar distributions in laminar flames.

As first author I was responsible for data capture, reduction, and analysis, and the

initial draft of the document. Dr. Kevin Gross contributed in data analysis and was the

primary editor of the document. Dr. David Blunck acted as a secondary editor and

analysis for the viewpoint of the combustion community. This chapter represents the

satisfaction of objective 1.

3.1 Abstract

This work presents a new emission-based measurement which permits quantifi-

cation of two-dimensional scalar distributions in laminar flames. A Michelson-based

Fourier-transform spectrometer coupled to a mid-infrared camera (1.5µm to 5.5µm)

obtained 256×128pixel hyperspectral flame images at high spectral (δν̃= 0.75 cm−1)
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and spatial (0.52 mm) resolutions. The measurements revealed line and band emis-

sion from H2O, CO2, and CO. Measurements were collected from a well-characterized

partially-premixed ethylene (C2H4) flame produced on a Hencken burner at equivalence

ratios, Φ, of 0.8, 0.9, 1.1, and 1.3. After describing the instrument and novel calibration

methodology, analysis of the flames is presented. A single-layer, line-by-line radiative

transfer model is used to retrieve path-averaged temperature, H2O, CO2 and CO column

densities from emission spectra between 2.3µm to 5.1µm. The radiative transfer model

uses line intensities from the latest HITEMP and CDSD-4000 spectroscopic databases.

For the Φ = 1.1 flame, the spectrally estimated temperature for a single pixel 10 mm

above burner center was T = (2318±19)K, and agrees favorably with recently reported

laser absorption measurements, T = (2348±115)K, and a NASA CEA equilibrium calcu-

lation, T = 2389 K. Near the base of the flame, absolute concentrations can be estimated,

and H2O, CO2, and CO concentrations of (12.5±1.7)%, (10.1±1.0)%, and (3.8±0.3)%,

respectively, compared favorably with the corresponding CEA values of 12.8%, 9.9% and

4.1%. Spectrally-estimated temperatures and concentrations at the other equivalence

ratios were in similar agreement with measurements and equilibrium calculations. 2-D

temperature and species column density maps underscore the Φ-dependent chemical

composition of the flames. The reported uncertainties are 95% confidence intervals and

include both statistical fit errors and the propagation of systematic calibration errors

using a Monte Carlo approach. Systematic errors could warrant a factor of two increase

in reported uncertainties. This work helps to establish IFTS as a valuable combustion

diagnostic tool.

3.2 Introduction

Scalar measurements in flames are needed for understanding combustion phe-

nomenon, validating chemical kinetic models, and verifying numerical simulations.
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Intrusive measurements, such as temperature sensing via thermocouples or gas sam-

pling, are straightforward to implement at discrete locations. Measurements at multiple

locations or simultaneous determination of temperature and species (at a location) are

more challenging and further disturb the flow field. Laser-based methods provide highly

effective, non-intrusive means to interrogate both laminar and turbulent flow fields,

and are the cornerstone of combustion diagnostics [4]. These techniques often require

sophisticated experimental arrangements with multiple optical access points. Simulta-

neous measurement of multiple scalar quantities (i.e., temperature and mole fractions

of various flame species) typically requires multiple laser sources, and mapping these

with high spatial resolution can be arduous.

Flame emission measurements are another class of nonintrusive diagnostics that

complement laser-based techniques. Multiple line-of-sight Fourier-transform spec-

trometer (FTS) measurements, when paired with appropriate tomographic deconvo-

lution algorithms, can be used to simultaneously determine temperature and mole

fractions of major flame species [45, 52]. High-speed infrared cameras with various

band-pass filters have been used to map spatial and temporal variations in radiant

intensity and relate these to the spatial distribution of scalar values [2] and to various

measures of turbulence (e.g. integral length and time scales) [31, 83].

A new flame emission technique using an imaging Fourier-transform spectrometer

(IFTS) can provide spatially resolved, detailed (e.g. δν̃= 0.25 cm−1) wide-band (e.g. the

mid-IR, 1.5µm to 5.5µm) spectra in a single measurement. Such highly resolved spec-

tral measurements across the mid-IR can be used to monitor rotation-vibration emis-

sions from fuels, intermediates, and major combustion products. High-resolution

spectra are valuable for tomography algorithms (e.g. [19]) since variations in differ-

ent scalar values (i.e., temperature and species concentrations) produce distinct and

nearly unambiguous changes in the observed spectral emissions. Previously, IFTS
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has been used to identify pollutants and quantify species concentrations in the non-

reacting turbulent exhaust plume from a coal-fired power plant smokestack [66]. More

recently, IFTS has been employed in the measurement and qualitative assessment of a

turbulent jet flame [67] and to study plumes arising from laser-material interactions

[84]. Tomography techniques have not yet been adapted to IFTS flame measurements.

This is significant because the high-resolution spectra, collected simultaneously at

multiple lines-of-sight, have the potential to allow significantly improved accuracy in

determining scalar values compared to other infrared emission based techniques.

Considering the value of nonintrusive emission-based measurement techniques,

and the potential for using an IFTS to determine multiple scalar values in three-dimensions,

this paper lays the groundwork for such efforts through the study and analysis of a lam-

inar flame. More specifically, the objectives of this work are as follows: (1) collect

spectral information from a laminar flame produced by a canonical burner; (2) develop

a novel calibration technique needed for mid-IR flame measurements; (3) pair the

latest high-temperature spectroscopic databases with a line-by-line radiative transfer

model to estimate two-dimensional scalar values from the spatially-resolved spectra; (4)

apply Monte Carlo techniques to understand systematic calibration errors on spectrally-

retrieved scalars; (5) compare scalar estimates to those reported in the literature to

assess capabilities and limitations of this new technique. This work is a key step in the

development of IFTS for three-dimensional scalar estimation and should serve as a

benchmark for future applications of IFTS to the study of reacting flows.

3.3 Experimental

In this work, a well-characterized, partially-premixed ethylene (C2H4) flame was

studied to allow comparisons with scalar values reported in the literature. The flame

was produced by a Hencken burner, which has a 25.4 mm×25.4 mm square burner with
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an array of fuel tubes arranged within a honeycomb mesh through which the oxidizer

flows. Immediately surrounding this is a similar honeycomb arrangement 6.4 mm wide

consisting of tubes which carry an inert co-flow gas (N2) to improve flame stability.

The fuel and oxidizer mix shortly above the burner, resulting in a partially premixed

flame. Additional details regarding the burner can be found in the literature [1, 85]. The

Hencken burner was placed in a three-sided enclosure to minimize room disturbances.

A schematic of the experimental set-up and detailed view of the Hencken burner is

provided in Fig. 13. The flame was produced by flowing 12.21 SLM of air and 0.69 SLM

to 1.11 SLM of ethylene (C2H4) through the burner. This produced equivalence ratios

between 0.8 and 1.3. Temperature and OH mole fractions from a similarly configured

Hencken burner were previously measured via laser absorption measurements [1].

12.0 SLM of N2 co-flow was used to minimize entrainment of lab air and matched the

conditions reported in the literature. Flow rates were controlled using MKS 1480A

ALTA mass flow controllers which have an accuracy of ±1% of the set point flow rate.

Laboratory conditions were steady with a temperature of 297 K, pressure of 976 hPa,

and an 18.5% relative humidity.

A Telops Hyper-Cam MW-E imaging Fourier-transform spectrometer (IFTS) was

used to capture mid-infrared (MWIR, 1.5µm to 5.5µm) hyperspectral radiation emitted

by the Hencken burner flame. The IFTS features a traditional Michelson interferometer

Figure 13. Schematic of the experimental arrangement. Important relative distances are provided as
the image is not to scale. The Telops camera was placed on a rotation platform for fast and accurate
transitions between the flame and calibration sources. An expanded view of the burner surface is
provided to show the fuel tube and honeycomb mesh arraignment.
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coupled to a high-speed 320×256 Indium Antimonide staring focal-plane array (FPA)

via f /2.5 imaging optics. The pixel pitch is 30µm and the optics produce a mean RMS

spot size of 14µm across the array. Instrument details can be found in the literature

[67, 86, 87]. An external 0.25× telescope expanded the field-of-view and provided an

effective focal length of 21.5 mm. The IFTS was located a distance d = 373 mm from

the center of the flame with its optical center located approximately u0 = 60 mm above

the burner. The spatial resolution of each pixel was 0.52 mm× 0.52 mm at the flame

(the image plane). Under the paraxial, thin-lens approximation, the depth of focus is

43 mm. This exceeds the detectable flame width, and due to its symmetry, indicates that

each pixel’s signal corresponds to photons emitted along the full line-of-sight through

the flame. For this experiment, the FPA captured the two-dimensional data with a

40µs integration time on a 256× 128 pixel sub-window. The spectral resolution was

set to δν̃ = 0.75 cm−1 where δν̃ is the full-width at half-maximum of the instrument

line shape (ILS). Symmetric interferograms were obtained by continuously scanning

the Michelson interferometer at a uniform speed (0.21 cm s−1) to a maximum optical

path difference of xm = 0.8 cm, with images captured every 632.8 nm. This corresponds

to a camera frame rate of 3.4 kHz. Each interferometric “cube” consisting of 25,278

images was acquired in 7.5 s, and corresponds to an interferometric cube rate of 0.13 Hz.

Each cube requires more than 1.5 GB of storage. To balance the needs of capturing a

statistically sufficient sampling of the flame and efficiently storing and processing a

large data set, 50 interferometric cubes of each flame were acquired and averaged.

Data for radiometric calibration was collected using 2 in and 6 in square CI Systems

blackbody sources placed at distances of 5 cm and 22 cm, respectively, from the cam-

era. This ensured each over-filled the instrument’s field-of-view (FOV). A standard [88]

two-point calibration—modified for noise suppression (see Sec. 3.4)—was performed

to remove both system response and instrument self-emission from the raw signal by
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measuring the 2 in and 6 in blackbodies at 200 °C and 580 °C, respectively. Correction of

the spectral axis due to dispersion in the imaging system was performed as previously

described [86]. Temperatures for the 2 in and 6 in are accurate to within ±0.3% and

±1.0%, respectively, of the set-point temperatures. Spectral emissivities for the 2 in

and 6 in blackbodies are reported to be 0.980±0.004 and 0.96±0.02, respectively. The

manufacturer-reported blackbody uncertainties were taken to represent 95% confi-

dence intervals (CIs), and were used to perform a Monte Carlo error analysis of both the

calibrated radiances and spectrally-retrieved scalar values. This analysis is presented

in a later section. Calibrated radiance spectra L i (ν̃) are reported at each pixel (i )with

units µW/(cm2 sr cm−1). The spectral variable ν̃ = λ−1 is expressed in wavenumbers

(reciprocal wavelength, cm−1).

3.4 Radiation Model

Interferogram Formation.

Here, great care is taken in describing the modeling, approach, and calibration of

data since this work develops a new technique that will serve as a benchmark for future

studies. A Michelson imaging interferometer splits the incident radiation into two

beams and then recombines them so that an interference pattern is produced at the

focal plane array (FPA). The measured signal at each pixel (i ) of the FPA, Ii (x ), varies

with the optical path difference, x = v t , as the interferometer scans in time, t , at a

constant speed, v . For a static scene with a radiance spectrum L i (ν̃), the measured

signal after passing through an ideal interferometer is given by

Ii (x ) =

∫ ∞

0

(1+ cos (2πν̃x ))Gi (ν̃)
�
L i (ν̃) + L I

i (ν̃)
�

dν̃ (23)

= I DC

i + I AC

i (x ). (24)
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Gi (ν̃) accounts for the spectrally-dependent response of the instrument, and includes

factors such as the quantum efficiency of the detector, as well as transmission and

reflection losses within the optics. Note that Gi (ν̃) rapidly approaches 0 as ν̃ approaches

the band-gap of the photodetector material (InSb, ν̃b.g. ' 1855 cm−1). The at-detector

radiance is a combination of both the source radiation and the thermally-generated

photons within the instrument, L I
i (ν̃), and thus requires at least two unique calibration

measurements to determine the scene radiance spectra, L i (ν̃). The total scene intensity

is comprised of a constant offset I DC

i — the unmodulated, spectrally-integrated signal

— and a modulated component, I AC

i (x ), which encodes the spectral information via

the cosine transform. The raw spectrum is obtained by Fourier-transformation of

the AC term, and application of standard calibration techniques [88] produces L i (ν̃).

An important modification to the standard calibration approach is required for high-

temperature flames and is described in the next section.

In the present work, the flame becomes unsteady about 20 mm above the burner

due to buoyancy effects. This caused substantial, systematic variation in scene radiance

so that L i = L i (ν̃, t )with a fluctuation timescale much shorter than the interferomet-

ric measurement time scale. The DC term is no longer a constant, but captures the

broadband radiance fluctuations caused by buoyancy effects in the flame. Furthermore,

the AC term is no longer the cosine transform of a static spectrum, and its Fourier-

transformation is difficult to interpret quantitatively. If the dynamic source is ergodic

and a statistically sufficient number of data cubes are acquired, then the mean inter-

ferogram corresponds to the mean source radiance. The Fourier-transform is a linear

transform mapping the interferogram to the spectrum and thereby preserves this as-

sociation. However, the radiance spectrum is a nonlinear function of the flame scalar

values, so interpretation of the flame radiance must be performed carefully.

There is significant information content about the unsteady fluctuations encoded
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in a single interferogram. To appreciate this, note that the Michelson encodes spectral

information by modulating the intensity at frequencies above fb.g. = v ν̃b.g.. In these

measurements, the mirror velocity was v = 0.21 cm s−1 yielding fb.g. ' 390 Hz. Thus, at

frequencies below fb.g., the intensity fluctuations can be attributed to radiance fluctua-

tions. Application of an appropriate low-pass filter removes the intensity modulations

caused by the action of the Michelson, thereby yielding a high-speed infrared intensity

images (i.e., a movie) of the unsteady flow. This will facilitate interpretation of the

spectra presented in this work, and more generally enables flow field analysis similar to

what is currently performed by infrared cameras [2, 31].

Instrument Calibration.

Radiometric calibration of FTS is well established for low temperature participating

media [66, 86, 88]. However, high flame temperatures required the development of

a new calibration approach. We first review the standard FTS calibration methodol-

ogy, which starts by assuming the instrument responds linearly to incident radiation.

Observation of a blackbody source at two distinct temperatures affords the pixel-wise

(i ) determination of the system response (Gi (ν̃), gain) and self-emission (L I
i (ν̃), off-

set) which define the linear transform mapping scene radiance LS
i (ν̃) to instrument

responseYi (ν̃):

Yi (ν̃) =Gi (ν̃)
�
L i (ν̃) + L I

i (ν̃)
�

. (25)

This calibration approach has practical limitations for this work. The flame of interest

has a nominal temperature of ~2400 K and exhibits strong, selective emission between

2100 cm−1 to 2400 cm−1 and between 3100 cm−1 to 4200 cm−1. Elsewhere, the flame

emission is negligible, and the integrated radiance across the IFTS’s bandpass pro-

duces a signal comparable to that produced by a 550 °C blackbody. Thus, to ensure

the flame integrated radiance is bracketed by the calibration integrated radiances, the
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higher-temperature blackbody should exceed this temperature. However, the integrated

radiance corresponding to this blackbody temperature is constrained by the upper limit

of the camera’s dynamic range. In the present work, a wide-area blackbody set to 580 °C

was used, and filled ~90% of the FPA dynamic range at the zero path difference (ZPD,

x = 0). For comparison, the brightest part of the flame used ~85% of the dynamic range

at ZPD. Between 3250 cm−1 and 4250 cm−1, the signal-to-noise ratio (SNR) of a typical

flame measurement can exceeded the SNR of the high-temperature blackbody by a

factor of three. The blackbody curve at this temperature monotonically decreases with ν̃

across the IFTS bandpass. Moreover, the number of photons per unit energy emitted by

the blackbody decreases as 1/ν̃ across the detector bandpass. These effects reasonably

limit the achievable SNR of the gain term at higher wavenumbers. Since the calibrated

scene radiance is obtained via division by Gi (ν̃), a low-SNR gain can introduce errors in

L i (ν̃) that are non-normally distributed, complicating the quantitative interpretation of

flame spectra.

The InSb quantum efficiency, optics transmittances, and other factors affecting

system response are such that Gi (ν̃) exhibits a smooth, slow variation with ν̃. A possible

exception to this is the effect that the atmospheric transmittance profile would have on

Gi (ν̃), if it is not accounted for when modeling the at-sensor radiance from a distant

blackbody source. Our calibration methodology accounts for atmospheric absorption,

and leverages the expectation of smoothness of the resulting gain term. A least-squares

smoothing spline is then applied to each pixel’s gain term. It was determined via

graphical inspection that fifteen spline points adequately captured the variation in

Gi (ν̃)without fitting to the noise.

Single-pixel gain curves obtained via the standard calibration method and our

modified approach are compared in Fig. 14. The gain determined from the standard

calibration without atmospheric compensation is shown in grey. Overlaid with this
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Figure 14. Representative single-pixel gain curve computed from standard calibration method (grey)
compared with the gain curve obtained after atmospheric correction and spline smoothing (black).
Residual difference between standard gain curve and the product of the smooth gain curve with at-
mospheric transmittance function is provided, offset by −1 a.u./r.u.. Atmospheric absorption features
are annotated. Here, a.u. represents arbitrary units and r.u. represents radiometric units.

curve is the modified gain obtained using atmospheric compensation and a spline fit.

The residual difference between the standard gain and the smooth gain, multiplied by

the atmospheric transmittance profile, is also shown. The largely unstructured residuals

are dominated by noise, indicating the effectiveness of the atmospheric compensation

and spline smoothing.

Spectral Radiation Model for Determining Scalar Values.

A simple model describing the apparent line-of-sight flame radiance was used to

estimate temperature and relative species concentrations from the measured spec-

tra. The spectral radiance L i (ν̃) from a non-scattering source in local thermodynamic

equilibrium (LTE) can be approximated by

L i (ν̃) =τ(ν̃)ε(ν̃, T , ~ξ)B (ν̃, T ) ∗ ILS(ν̃) (26)

where ε(ν̃, T , ~ξ) is the gas emissivity, which is a function of gas mole fractions ~ξ, and

B (ν̃, T ) is Planck’s blackbody radiance distribution at temperature T . Here, τ(ν̃) repre-
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sents the transmittance of the atmosphere between the flame and instrument. Mea-

sured meteorological conditions were used to estimateτ(ν̃). ILS(ν̃) represents the instru-

ment line shape of a Fourier-transform spectrometer with which the “monochromatic”

flame spectrum is convolved. No apodization of the interferograms was performed, thus

ILS(ν̃) = 2πxm sinc(2πxm ν̃) [86, 89]. In a non-scattering medium, the spectral emissivity

is related to the scalar values via

ε(ν̃, T , ~ξ) = 1−exp

�
−l N

∑
i

ξiσi (ν̃, T )

�
= 1−exp

�
− l

lMFP

�
(27)

where the number density N = P /(kB T ), l is the path length through the flame, ξi is

the i th species mole fraction, andσi (ν̃, T ) is its corresponding absorption cross-section.

The product ~q = ~ξl is denoted the fractional column density. The reciprocal of the

number density and sum over mole-fraction weighted cross-sections defines the photon

mean-free-path, lM F P , in the model flame.

The phenomenological absorption cross-sectionσi for the i th species represents a

sum over discrete spectral emission lines, each with its own line intensity, Si j , and line

shape,φi j (ν̃), via:

σi (ν̃, T ) =
∑

j

Si j (T )φi j (ν̃− ν̃ j , T ). (28)

The line shape term is dependent on the partial pressures of the various species. In

this work, the Voigt profile is used and a constant pressure of P = 976 hPa is assumed

throughout the flame. In computing the Voigt profile, species are assumed dilute so

that only broadening rates for dry air are used. Line mixing and continuum effects on

the line shape were not included. Parameters to compute absorption cross-sections

for H2O and CO were computed using the HITEMP spectroscopic database [63], and

cross-sections for CO2 were computed using the CDSD-4000 spectroscopic database

[90]. The phenomenological cross section includes the weighting of internal state
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populations via Boltzmann statistics (assuming LTE), and the temperature dependence

is computed (see the appendix in Ref. [91]) using the appropriate partition function

data accompanying the HITEMP and CDSD-4000 databases. Cross-sections for each

species were pre-computed at temperatures between 300 K to 3000 K every 50 K, and

quadratic interpolation was used to compute cross-sections at arbitrary temperatures.

Spectral estimates of the flame temperature and fractional column densities were

determined at each pixel by fitting Eq. 26 to the corresponding measured spectrum.

This was accomplished by minimizing the sum of squared differences between the data

and model parameters, T and ~q =
�
qH2O, qCO2

, qCO

�
, using a Nelder-Mead direct search

followed by a Levenberg-Marquardt gradient-based error minimization. Atmospheric

H2O and CO2 concentrations were also model parameters to ensure the best possible

estimate ofτ. In theΦ= 0.8 andΦ= 0.9 flames, a small baseline oscillation was observed

in spectral regions absent of line emission from the combustion gases. As discussed

later, this only occurred in certain flame locations and is likely the result of insufficient

temporal averaging over the flame unsteadiness. To mitigate the impact of the baseline

oscillation on the spectral fit results, a 4th-order polynomial was added to the model

for the Φ= 0.8 and Φ= 0.9 measurements. The spectrum at each pixel contains 3000

unique radiance values, ensuring the six-parameter or eleven-parameter nonlinear

model is highly over-determined.

This model makes a few notable simplifications to the actual radiative transfer prob-

lem, the most significant being the assumption of flame homogeneity along each pixel’s

line-of-sight. This is a reasonable approximation near the base of the Hencken burner

where—as supported by flame images presented in the next section—the mixing layer

is a small fraction of the total line-of-sight. This assumption is also made in the analy-

sis of OH laser absorption measurements of the similarly configured Hencken flame

against which the present results will be compared [1]. The width of the mixing layer
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steadily increases with height above the flame, and the homogeneity approximation

above ~20 mm breaks down. As the mixing layer grows, temperature and density gra-

dients become non-negligible and will systematically bias the fit parameters due to

the variation in T and ξi along the line-of-sight. Given these limitations, this model

can only be used to estimate core flame temperature and concentrations near the base

of the burner and along lines-of-sight that are not dominated by the mixing layer, i.e.,

u < 20 mm and |v | < 10 mm. Here u and v represent the flame coordinate system,

and are defined in Fig. 31. A multi-layer deconvolution approach can be developed for

flames or regions where mixing is significant, as discussed previously. Within this region,

absolute concentrations are determined via ξi = qi/l where l = 25.4 mm/cos (θ (u )) and

θ (u ) = tan−1 ((u0 −u )/d ) is a small angle which accounts for the line-of-sight through the

flame for rays a distance y0 − y from the optical center of the camera. Elsewhere in

the flame, the biased estimates, due to mixing, of T and ~q are to be interpreted as

path-averaged quantities. Note that they are not true path-averaged quantities due to

the nonlinear dependence T and ξi have on measured radiance. A multilayer decon-

volution method is being developed to estimate 3-D distributions of temperature and

species mole fractions.

Other model simplifications include neglecting the transport of background radia-

tion through the plume and atmospheric path radiance generated between the flame

and sensor. However, these quantities are negligible compared to the flame radiance.

The impact of neglecting collisional self-broadening in the Voigt profile has not been as-

sessed, however its impact is expected to be small since typical line widths are narrower

than the width of the instrument line shape, ILS(ν̃).
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Figure 15. Split imagery of the symmetric flame for each of the four Φ values tested. Mean camera
intensity values are on the left and coefficient of variation values are on the right. The top and bottom
of the color bar correspond to the mean intensity in 1,000’s of counts and CoV values, respectively.

3.5 Results

Data overview.

Fig. 15 compares the broadband imagery captured by the IFTS in a single interfero-

metric measurement at each equivalence ratio. The imagery was obtained by applying

a low-pass filter along the OPD dimension with a cut-off frequency below fb.g.. The left

half of each image corresponds to the time-averaged intensity in raw camera counts.

Near the base of each burner, the intensity rapidly increases with height, peaking at

about 10 mm, and then decaying more gradually with increasing distance from the

burner. The most fuel lean trial with Φ= 0.8 exhibits the swiftest decay in intensity with

height and the fuel rich trial with Φ= 1.1 shows the slowest intensity decay with height.

Traversing each flame axially, the transition from flame emissions to background occurs

near v = ±13 mm near the base of the burner. This mixing layer remains small up

to about u = 10 mm. Due to the symmetry of the burner, it follows that the mixing

layer represents a small contribution to the measured line-of-sight radiance near the
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burner. The mixing layer increases in size with additional height above the burner due

to entrainment of the N2 co-flow.

The right half of each image shows the intensity coefficient of variation (COV), which

is the standard deviation of intensity normalized by the mean intensity. Near the base

of the burner, each flame is steady, yielding intensity values on the order of 25,000 to

30,000 counts with minimal variations (CoV < 2%). Around 20 mm above the burner,

buoyancy effects produce unsteady flow, causing intensity variations which increase

with height and are more than 15% of the mean intensity by 40 mm. Unsteady intensity

fluctuations were largest for the Φ = 0.9 trial with CoV values exceeding 22% in the

mixing layer near 60 mm above the burner. Interestingly, CoV values between 40 mm≤
u ≤ 90 mm and v = 0 were substantially larger for the fuel lean-flames compared with

the fuel-rich flames.

Center-flame spectra at 10 mm, 60 mm and 100 mm above the burner are presented

in Fig. 16. The largest emission feature near 2250 cm−1 is from the asymmetric stretching

mode of CO2, as well as combination bands at nearly resonant frequencies. Careful

inspection of the region between 2000 cm−1 to 2150 cm−1 reveals the P-branch of CO

(see inset plot). The R-branch overlaps with the strong CO2 emission and becomes

difficult to discern. The line emission between 3000 cm−1 to 4200 cm−1 is primarily due

to H2O rotational fine structure associated with transitions between several vibrational

states. Also within this region is weaker broadband emission from CO2, and very weak

spectral emission from OH. The spectral radiance decreases with height due to cooling

brought on by mixing with the N2 co-flow and surrounding air. The entrainment of

air enables oxidation of CO to occur with increasing distance from the burner, and by

100 mm CO emission lines are substantially diminished.
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Figure 16. Three center-flame spectra corresponding to heights 10 mm, 60 mm and 100 mm above the
base of the Φ= 1.1 flame. The inset plots presents a detailed view of the P-branch corresponding to
the fundamental 1→ 0 emission from CO. Odd numbered rotational levels are marked.

2-D spectral estimates of scalar values.

Single pixel results.

Fitting Eq. 26 enables simultaneous retrieval of T and mole fractions ξH2O, ξCO2

and ξCO. In the top panel of Fig. 17, the emission spectrum between 1975 cm−1 to

4225 cm−1 is shown for a single pixel at location (u , v ) = (10 mm, 0 mm) for the Φ= 1.1

trial. Also provided is the model prediction corresponding to the best-fit parameters

of T = (2318±19)K, ξH2O = (12.5±1.7)%, ξCO2
= (10.1±1.0)% and ξCO = (3.8±0.3)%.

The measured temperature compares favorably with recent laser diagnostics results [1],

(2348±115)K, as well as with NASA CEA [92] equilibrium flame temperature of 2389 K.

H2O, CO2 and CO mole fractions are in good agreement with the CEA equilibrium

values of 12.8%, 9.9% and 4.1% respectively. We are not aware of other experimental

determinations of these same species mole fractions for a similarly configured Hencken

burner to compare against.

Reported fit parameter errors are the 95% CIs due to measurement noise and the

propagation of calibration uncertainties. They do not account for systematic errors

in the model. Details on the computation of parameter uncertainties is postponed
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Figure 17. Top: Ethylene Φ= 1.1 center-flame spectrum 10 mm above burner (· black) is compared
with a model fit (– gray). Fit residuals, offset by −150µW/(cm2 sr cm−1), and instrument noise level,
offset by−350µW/(cm2 sr cm−1), are provided. Bottom: Ratio of the flame path length, l , to the calcu-
lated mean free path of a photon, l M F P , under the conditions estimated by the model fit.

until Sec. 3.5. The difference between the data and model are also presented in Fig. 17,

denoted Residuals, and compared with the imaginary part of the spectrum, denoted

Noise. The fit residuals are mostly unstructured with a root-mean-square (RMS) value of

10.1µW/(cm2srcm−1). The RMS value of the fit residuals is only 1.5 times larger than the

RMS value of instrument noise, indicating that the model describes the flame spectrum

well overall. However, some systematic errors are present. This is most evident from

the observed structure in the residuals between 2150 cm−1 to 2400 cm−1. Within this

range, the fit residual RMS value is 5.9 times larger than the instrument noise RMS value.

However, the noise in this region is small, and the RMS fit residual in this band is only

3.5% of the RMS signal. The quality of this single pixel spectral fit is representative of

the fit quality across the hyperspectral image.

Mixing layer effects may contribute to the systematic fitting errors observed between

2150 cm−1 to 2400 cm−1. The bottom panel of Fig. 17 shows the ratio of the flame path
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length, l , and the calculated mean free path of a photon, lMFP (Eq. 27), under the

conditions estimated by the model fit. This ratio is less than 3% across most of the

spectrum, but approaches 40% within the strong CO2 asymmetric-stretch emission

band. This suggests that while the plume is optically thin across most of the spectrum,

some optical trapping occurs within this CO2 band. It follows that emission from the

mixing layer will have a larger effect within this band in comparison with the optically

thin spectral regions. This interpretation is consistent with the observation that fit

residual magnitudes relative to the signal increase with height (i.e. mixing layer width).

While the homogeneous assumption is adequate across most of the spectrum and yields

spectral retrievals in good agreement with experimental and theoretical predictions, the

high fidelity measurements may contain information about small mixing layer effects.

A second contributing factor for systematic fit errors may be associated with limita-

tions of the spectroscopic databases used in this work. Recent measurements [93, 94] of

high-temperature (2000 K to 5000 K) CO2 produced via microwave discharge suggests

that systematic errors in the spectral radiance between 2100 cm−1 to 2450 cm−1 can be

up to 10–30%. Similarly, in a recent study involving laser irradiation of graphite targets

[95], an empirical emissivity correction factor was needed to adequately reproduce the

observed spectral emissions from the hot, CO2-rich plume above the target within this

same spectral region. However, in both of these recent experiments, CO2 temperatures

were much larger than the flame temperatures observed in this work and, in some cases,

exceeded the useful temperature range of the CDSD-4000 database. Moreover, the

radiative transfer models required to accurately describe the data were considerably

more complicated than what is needed to model the Hencken burner flame. Thus, while

limitations of the spectroscopic databases cannot be ruled out, their effect on the scalar

estimates is likely small given both the good fit quality and the excellent agreement
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between spectrally-retrieved scalar values with Meyer’s results and CEA thermodynamic

calculations.

Finally, the point-spread function of the instrument causes subtle mixing of spec-

tral emissions from nearby pixels, and our instrument model does not yet account for

these effects. As our future efforts will focus on three-dimensional scalar field recon-

struction, these small effects will need to be properly modeled. Given the possible

systematic errors due to instrumentation, model simplifications, and limitations of

high-temperature spectroscopy databases, actual scalar value uncertainties may exceed

those presented here by an additional factor of two. Despite this important caveat, the

small fit uncertainties exemplify the benefit of a highly-resolved emission spectrum

across a wide band pass for temperature estimation. 3000 unique data points between

1975 cm−1 ≤ ν̃≤ 4225 cm−1 sample myriad H2O, CO2 and CO emission lines, each repre-

senting a transition between pairs of internal energy levels. When local thermodynamic

equilibrium prevails, the population of each internal energy level is governed by the

same temperature via the Boltzmann distribution.

Radial and axial fit results.

Spectrally-estimated scalars were uniform across the flame near the base of the

burner. Fig. 18 shows the results for the Φ= 1.1 trial at u = 10 mm. The mean tempera-

ture obtained for all pixels within 5 mm of flame center was T = 2317 K with a standard

deviation of 2 K. Note that the pixel-to-pixel temperature variance is approximately ten

times smaller than the fit errors associated with the individual spectral estimates (nomi-

nally 20 K). For comparison, the corresponding laser-based temperature measurement

is also provided. The transition to lines-of-sight dominated by radiance from the mixing

layer occurs around ±10 mm from the center of the burner; beyond this, the retrieved

temperature rapidly decays with distance. While the H2O and CO2 mole fraction profiles
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Figure 18. Spectrally-retrieved scalar values of ethylene flame 10 mm above the burner for theΦ= 1.1
condition. Error bars indicate the 95% confidence interval and only every other bar is shown for
clarity. For comparison, the temperature value obtained by OH-laser absorption measurements (•)
and the NASA CEA equilibrium values (— ,— ,— ) are provided.

are qualitatively similar in shape to that of temperature, the CO profile is less flat across

the center of the flame. Mean values within 5 mm of flame center for H2O, CO2, and CO

were 12.5% and 10.1%, and 3.8%, respectively. Pixel-to-pixel standard deviations (0.1%,

0.08%, and 0.08%, respectively) were much smaller than measurement uncertainties.

The reduction in both temperature and mole fraction in the mixing layer result in SNRs

too low to support spectral retrievals beyond v =±15 mm.

Temperatures estimated at u = 10 mm for each equivalence ratio are compared with

Equilibrium
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Figure 19. Variation of spectrally-retrieved average temperature with equivalence ratio in ethylene
flame at a height of 10 mm above the burner. Comparison values of temperature measured with OH-
laser absorption and chemical equilibrium analysis are taken from Meyer et al. [1].
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the laser absorption measurements [1] and equilibrium calculations in Fig. 19. The

results are in very good agreement. IFTS temperature estimates are well within the error

bars of the laser-based measurements 1, and don’t differ by more than 30 K. However,

with the exception of the Φ= 1.3 case, spectrally-estimated temperatures are lower than

those reported by Meyer.

The left panel of Fig. 20 presents the spectrally-estimated temperature profiles for

all pixels with a sufficient signal-to-noise ratio at heights of 5 mm, 10 mm, 20 mm and

40 mm above the burner for the Φ= 0.9 flame. Error bars are not displayed to improve

visualization, but errors are nominally±1%. The temperature profiles at heights of 5 mm

and 10 mm are flat and rapidly decay within the thin mixing layer near v =±12.5 mm.

This nearly top-hat profile is consistent with the approximation of the flame as a single,

homogeneous layer. However, at u = 20 mm, the mixing layer has widened slightly, and

by u = 40 mm, the flame core only spans |v | ≤ 4 mm. The right panel of Fig. 20 compares

spectrally-retrieved temperature of the Φ= 0.9 flame traversing vertically through the

centerline (v = 0) with Meyer’s OH absorption [1] results. Temperature increases rapidly

above the base of the flame and peaks near 10 mm. The spectrally-estimated results are

in good agreement with the laser measurements at each height investigated in Meyer’s

work.

The variation in scalar values with distance from the burner is presented for all equiv-

alence ratios in Fig. 21. The results should be interpreted as path-averaged scalar values

to recognize the significance of temperature and concentration gradients along the

line-of-sight which become more prominent with increasing height. The cooler, outer

edge of the flame contributes less to the path-integrated signal, so path-averaged tem-

peratures will be lower than the center flame temperature. Additionally, the increasing

size of the mixing layer makes it difficult to estimate absolute concentrations, so col-

1The error bars provided by Meyer et al. are not clearly defined and may not represent 95% CIs.
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Figure 20. Left panel: Spectrally-retrieved temperature of ethylene flame at heights of 5 mm, 10 mm,
20 mm and 40 mm above the burner for the Φ= 0.9 condition. Error bars are not shown for clarity
but have nominal half-widths of approximately 20 K. Right panel: Comparison of the spectrally-
estimated temperatures (IFTS) with laser absorption measurements (OH-LA) at various heights
along the centerline of the Φ= 0.9 flame. Error bars are omitted at every other point for clarity.

umn densities are reported instead. While the current two-dimensional path-averaged

results are valuable, retrieving three-dimensional scalar fields using a deconvolution

technique is the ultimate goal of this effort.

Of particular interest is the variation in scalar values with equivalence ratio. All

scalar values immediately increase with u . At each equivalence ratio, temperature,

qH2O(u ), and qCO2
(u ) rapidly increase and peak between 9 mm≤ u ≤ 12 mm. The initial

behavior of qCO(u ) is similar, but it reaches a maximum between 2 mm ≤ u ≤ 4 mm.

After reaching their peak values, the scalar quantities exhibit a gradual decay with u

in a manner that is highly dependent on Φ. In the fuel lean flames (Φ = 0.8,0.9), the

oxygen rich environment enables quick conversion of CO to CO2, and the CO2 profiles

follow an axial profile similar to H2O. In the fuel rich flames (Φ= 1.1,1.3), the oxygen

lean environment results in much larger CO concentrations near the burner and a more

gradual conversion of CO to CO2. While the N2 co-flow limits diffusion of surrounding

air into the flame, above u = 30 mm, the buoyancy forces lead to flame unsteadiness,

and the entrainment of atmospheric O2 is likely. (Recall the CoV map in Fig. 15.) It is

reasonable that this increases the rate of CO→CO2 conversion, as evidenced by a slight

increase in slope of the qCO2
(u ) curve for Φ = 1.1 and a substantial increase in slope
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Figure 21. Spectrally-retrieved scalar values of the C2H2/air flame, along the centerline (v = 0), for
Φ= 0.8 (• red),Φ= 0.9 (• blue),Φ= 1.1 (• black), andΦ= 1.3 (• green). Error bars are omitted for clarity.
Fit results obtained without the polynomial baseline correction for Φ = 0.8 (— red) and Φ = 0.9 (—
blue) are annotated.

for Φ = 1.3. The enhanced oxidation of CO at this height may be responsible for the

observable change in the corresponding T (u ) curve. Between 10 mm≤ u ≤ 30 mm, the

T (u ) slope is −3.9 K/mm and −5.5 K/mm for Φ= 1.1 and Φ= 1.3, respectively. Between

40 mm≤ u ≤ 70 mm, the slopes increase to −3.4 K/mm and −3.3 K/mm for Φ= 1.1 and

Φ= 1.3, respectively.

As mentioned briefly before, spectra between 40 mm≤ u ≤ 90 mm for Φ= 0.8, and

to a lesser extent for Φ= 0.9, exhibit a subtle, low-frequency baseline oscillation. This

oscillation produced a small bias in the T and qCO fit parameters, and prompted the

pragmatic addition of the 4th-order polynomial to the model for the fuel-lean flames.

This was the minimum order needed to visually account for the baseline oscillation;

however, polynomials up to 7th-order did not significantly affect the fit results. The

baseline oscillation is a small fraction of the total signal and the polynomial never
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represented more than 1.5% of the peak spectral radiance. The baseline oscillation

is likely a result of insufficient averaging over the intensity fluctuations arising from

unsteady behavior in this flame region. It was not perceptible in the fuel-rich cases,

and this is consistent with the smaller CoV values at v = 0 observed in Fig. 31. For

comparison, the fit results obtained without using the 4th-order polynomial to model

the baseline are provided in Fig. 21 for context. The difference in qCO2
(u ) is imperceptible.

While the baseline polynomial removes anomalous behavior in qCO(u ) and T (u ) within

the unsteady region, it also systematically lowers the qH2O(u ) column density where the

flame is highly stable (u < 40 mm).

Scalar maps.

Fig. 22 compares two-dimensional (2-D) maps of temperature and column densities

obtained from the Φ= 0.8 and Φ= 1.1 flames. These maps represent the most complete,

spatially resolved, line-of-sight scalar value measurements of Hencken burner ethylene

flames to date, and demonstrate the utility of IFTS for combustion diagnostics. The

2-D scalar profiles reveal the differences in combustion under fuel-lean and fuel-rich

conditions. Most notable is the rapid conversion of CO to CO2 in the Φ = 0.8 flame,

because of the abundance of available oxygen. This quick conversion of CO yields

near identical H2O and CO2 maps in the Φ = 0.8 flame. The Φ = 1.1 flame has a large

concentration of CO near the base. Diffusion and entrainment of surrounding air

enables the gradual conversion of CO to CO2, and the corresponding exothermicity

of this reaction reduces the rate at which the path-averaged temperature decays with

height, u .
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Figure 22. Split imagery comparison of path-averaged scalar values for Φ = 0.8 (left) and Φ = 1.1
(right). Left panel: Temperature. Center-left panel: H2O column density. Center-right panel: CO2
column density. Right: Scaled CO column density. CO values are tripled to use the full range of the
common color axis. The top and bottom color bar scales represent temperature and column density,
respectively.

Uncertainty estimation.

An important source of systematic error in the spectrum, and consequently the

estimation in scalar values, arises from imperfections in the calibration blackbody

sources. High-temperature, wide-area blackbodies are necessary for calibrating flame

measurements, but these are not as accurate as smaller blackbodies designed for cali-

brating lower temperature scenes. To assess the impact of absolute temperature and

spectral emissivity uncertainty on the spectrally-retrieved scalar values, a Monte Carlo

error analysis was performed. The manufacturer-specified 95% CIs for set-point tem-
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peratures and emissivities defined normal distributions from which random values

were drawn. 2,000 iterations were performed, each time calibrating using blackbody

temperatures and emissivities drawn from their respective uncertainty distributions.

With each iteration, the spectral fits were performed leading to a distribution of scalar

values which capture the the uncertainty due to calibration. In general, these systematic

calibration errors (δcal) were larger than the statistical uncertainty determined from the

non-linear regression (δnlr). In this work, scalar value uncertainties represent the root

quadrature sum of these two sources, i.e. δtotal =
Æ
δ2

nlr+δ
2
cal.

The uncertainty distributions of T , ξH2O, ξCO2
and ξCO obtained from the Monte

Carlo error analysis of the Φ = 1.1 flame spectrum at (u , v ) = (10 mm, 0 mm) are pre-

sented in Fig. 23. Continuous probability distribution functions were estimated via

kernel density estimation using the Epanechnikov kernel. The 95% CI for temperature

spans 2307 K to 2326 K, which is more than 5 times larger than the regression uncer-

tainty of 3.5 K. Adding in quadrature both the statistical fit error and the calibration

systematic error yields a spectrally-estimated temperature of T = (2318±19)K. Calibra-

tion errors had a much larger impact on the uncertainty of concentrations. For example,

the H2O mole fraction 95% CI (11.85 % to 13.64 %) is 15 times larger than the statistical

fit uncertainty (0.12 %). Quadrature addition yields ξH2O = (12.6±0.8)%. The impact

on the other flame species was similar and is reported in Fig. 23. Uncertainties of a

few percent in blackbody temperature and emissivity affect the absolute radiometric

accuracy much more than the relative spectral shape. Since the spectrally-retrieved

temperature is strongly influenced by the relative line heights, whereas the column

densities are dominated by the absolute line heights, the relative errors in temperature

are much smaller than relative errors in column density.
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Figure 23. Uncertainty distributions estimated from a 2,000 iteration Monte Carlo analysis to prop-
agate calibration source uncertainties to the spectrally-retrieved scalar values. The shaded areas are
centered at the mean value and correspond to the 95% confidence interval. Previous experimental
and equilibrium results are provided for context.

3.6 Conclusions

This investigation of an ethylene flame (Φ= 0.8−1.3) sought to establish IFTS as a

useful combustion diagnostic. Spectrally-determined temperatures at all Φ values agree

with previous laser absorption flame measurements of a similarly-configured Hencken

burner. The large number of ro-vibrational emission lines and band structures arising

from multiple species lead to statistical temperature uncertainties less than 50 K. Addi-

tionally, the retrieved H2O, CO2 and CO mole fractions are in excellent agreement with

equilibrium predictions. The 2-D scalar fields obtained enable both the visualization

and quantitative comparison of the Φ-dependent chemistry throughout the flame.

IFTS offers several unique advantages for combustion diagnostics. First, it is portable

and can be set up and collecting calibrated spectral imagery in about an hour. Second, it
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enables the measurement of a moderate resolution spectrum (up to 0.25 cm−1) across a

wide band pass (1.5µm to 5.5µm). This represents highly constraining data which can

be used to benchmark computational fluid dynamics simulations. As demonstrated,

the spectra are readily interpreted in terms of 2-D path-averaged temperature and

column density maps. Moreover, the adaptation of existing deconvolution algorithms

to the high-fidelity hyperspectral flame images may enable the retrieval of the 3-D

scalar fields. The high-speed imagery existing within the interferometric measure-

ment enables visualization of flame dynamics, and this enhances interpretation of

2-D scalar fields derived from the time-averaged spectra. Additionally, existing flow

field analyses currently performed by infrared cameras can be readily adapted to the

broadband imagery captured within the IFTS measurement. However, as a passive

measurement, IFTS does not have the same sensitivity to trace species that lasers enjoy,

and homonuclear diatomic molecules (e.g. H2) cannot be observed. Additionally, the

slow speed (0.1 Hz to 10 Hz) at which typical IFTS measurements are captured requires

statistically significant numbers of observations (100–1000) to properly average over

temporal fluctuations in the scalar fields.
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IV. Time-resolved IFTS for Harmonic Unsteady Laminar Combustion

The following is a research paper, in its entirety, intended for publication in Optics

Express. The focus is on reconstruction of instantaneous line-of-sight interferograms

from an ensemble of time varying data cubes. Authors of this article include Michael

Rhoby, and Dr. Kevin Gross. The work is significant for the following reasons:

• It presents a novel technique for reconstructing spectra at various instants in time

from an ensemble of interferometric measurements of a harmonic combustion

system.

• It lays groundwork for translating line-of-sight camera imagery into radial infor-

mation that will yield scalar value maps in a full 4-D sense.

As first author I was responsible for data capture, reduction, and analysis, and the

initial draft of the document. Dr. Kevin Gross contributed in data analysis and was the

primary editor of the document. This chapter represents the satisfaction of objective 2.

4.1 Abstract

Combustion studies can benefit from spatially-resolved wide-band spectra, such as

those achievable using an imaging Fourier transform spectrometer (IFTS). However,

such measurements are often temporally averaged, complicating the interpretation

of dynamic combustion sources due to nonlinearity in the radiative transfer problem.

Using both CFD simulations and measurements of an unsteady, nonpremixed H2 flame,

we demonstrate an algorithm for reconstruction of "snapshot spectra" at arbitrary

times in the flame’s period from an ensemble of IFTS measurements. The method

assumes that the band integrated intensity (I DC) and its temporal derivative (d I DC)

define a unique configuration of the flame’s scalar conditions. Measurements with
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I DC and d I DC values corresponding to a specific time within the flame’s period are

selectively averaged, producing a snapshot interferogram and corresponding spectrum.

The snapshot reconstruction algorithm is validated using simulated interferometric

measurements of time-varying spectra generated from CFD-generated scalar fields.

Then, snapshot spectra from an actual H2 flame are compared with previously reported

measurements of a similarly configured hydrogen flame. Comparison are least favorable

at t = 53 ms with a mean difference of 30.1 W/m2sr or 18.5% and are most favorable at

t = 12 ms with a mean difference of 8 W/m2sr or 3.8%.

4.2 Introduction

Combustion diagnostics is a field of continued interest, with active research in areas

such as combustion efficiency [96], soot formation [27], fuel droplet mixing [97], and

validation of computer modeling [71, 98–100]. An extensive review of combustion diag-

nostics prior to 2002 is available in [97]. The ability to simultaneously determine mul-

tiple scalar fields (e.g., temperature and species concentrations) three-dimensionally

with high temporal resolution is highly desired and the focus of current experimen-

tal efforts [19, 31, 67, 82]. These measurements are desirable, yet difficult to achieve.

Flame scalar value measurements reveal key combustion phenomenon, enable valida-

tion of chemical kinetic models, and benchmark numerical simulations. Laser-based

methods—the cornerstone of combustion diagnostics [97]—provide highly selective,

sensitive, non-intrusive means to interrogate laminar and turbulent flow fields under a

variety of flame conditions. However, three-dimensional mapping of multiple scalar

fields typically requires a complicated optical set-up with raster scanning multiple

lasers. Flame emission measurements are another class of nonintrusive diagnostics,

complementing laser-based techniques, and are often easier to implement. High-speed

infrared cameras with various band-pass filters have been used to map spatial and
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temporal variations in radiant intensity. These can be related to spatial distributions of

scalar values [2] and to various measures of turbulence (e.g. integral length and time

scales) [31, 83]. Broadband imaging, however, is limited in its ability to discriminate

the influence of multiple scalars, since, e.g., both temperature and species concen-

trations influence band-integrated intensity. Fourier-transform spectrometer (FTS)

measurements, when paired with appropriate tomographic deconvolution algorithms,

can simultaneously determine temperature and mole fractions of major flame species

[45, 52].

Imaging Fourier-transform spectrometer (IFTS), a type of hyperspectral imager

(HSI), has recently been used to measure the spatial and spectral characteristics of both

laminar and turbulent laboratory flames [67, 82]. These time-averaged measurements

capture information related to the steady-state scalar fields. However, when scalar

fluctuations are large, quantitative interpretation of the time-averaged HSI data is

complicated due to the non-linearities inherent in radiation transport. In instances

when the frequency of the spectral emission is fast compared to the scalar fluctuations,

time-resolved Fourier transform spectroscopy (TR-FTS) using step-scan techniques

have been successful [101–105]. Step-scan techniques arrest the moving mirror in

an FTS to a set position- referenced by a metrology laser-and kept stationary while

the scalar fluctuations progress. Data is collected and averaged and the process is

repeated at the next mirror position [101, 104]. A complete, averaged interferogram is

obtained in one mirror sweep. TR-FTS using step-scan is often used in biophysics and

chemical rate reaction research and has demonstrated spectral resolution of 0.25 cm−1

and temporal resolution on the order of ns [101, 102]. At present, imaging with TR-FTS

requires raster scanning similar to most laser techniques because no imaging FTS with

step-scan capability is commercially available. An additional drawback to step-scan

FTS is uncertainty in the absolute position of the moving mirror. Fluctuations in the
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mirror position when it should be arrested, even movement of several nm, can introduce

systematic errors in the average interferogram.

The creation of a time-resolved measurement technique for the study of laminar

flame dynamics, combined with the spatial and spectral resolution of IFTS would

further improve its utility as a combustion diagnostic. In this paper, an alternative

algorithm to step-scan sampling is presented for TR-IFTS. Spectra are reconstructed

at various instants in time from an ensemble of interferometric measurements of a

harmonic combustion system acquired by a continuously-scanning IFTS. The algorithm

is developed and tested by constructing "measurements" of a simulated buoyancy-

driven unsteady hydrogen diffusion flame [2]. The algorithm is then applied to real IFTS

measurements of a hydrogen diffusion flame and compared with recent measurements

[2].

4.3 Michelson interferometry for dynamic flames

For a system in local thermodynamic equilibrium, and for a non-scattering medium,

the discretized solution to the radiative transfer problem through n homogenous layers

is given by

2.8
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Figure 24. Left: Depiction of a Michelson interferometer and several sequential images captured by
the FPA. Right: Split imagery of a symmetric flame. Mean camera intensity values are on the left and
coefficient of variation (CoV) values are on the right.
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L (ν̃) = L0

n∏
i=1

τi (ν̃) +
n∑

i=1

 
B (ν̃, Ti ) (1−τi (ν̃))

n∏
j=i+1

τ j (ν̃)

!
. (29)

Here, L (ν̃) is the line-of-sight (LOS) scene radiance spectra, and L0 is any background

radiance prior to layer i = 1. The emissivity of the i th layer is given by (1−τi (ν̃i )), where

τ(ν̃) = e
−N ·l ·∑

k
ξkσk (ν̃,T )

. (30)

Here, N = P /(kB T ) is the number density, l is the layer path length, ξk is the k th species

mole fraction, σk (ν̃, T ) is its corresponding absorption cross-section, and B (ν̃, T ) is

Plank’s blackbody radiation at temperature T .

The Telops measures L (ν̃) through the coupling of a Michelson interferometer with

a high-speed 320 × 256 pixel Indium Antimonide (InSb) focal-plane array (FPA). A

depiction of a Michelson interferometer is provided in the left side of Fig. 24. This

process results in constructive and destructive interference values, Ii (x ), at the i th pixel

which vary with optical path difference (OPD), or mirror scan distance, x = v t , and time

t , assuming a constant scan speed, v . After a full mirror scan, an interferogram at each

pixel of the FPA is formed, which is a composition of FPA images (also pictured in Fig. 24)

captured at a fixed OPD spacing, which in this work is∆x = 632.8 nm corresponding to

the HeNe metrolog laser wavelength. Additional instrument details are available in [82].

For a static scene, Ii (x ), is given by

Ii (x ) =

∫ ∞

0

(1+ cos(2πν̃x ))Gi (ν̃)(L i (ν̃) + L I
i (ν̃))d ν̃

= I DC
i + I AC

i (x ).

(31)

Here, Gi (ν̃) is the spectral response of the camera, and L I
i (ν̃) is the instrument self emis-

sion. Because the scan time of the Michelson can be on the order of seconds, traditional

scenes for this instrument are static in nature (insignificant changes in the scalar values
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T , ξk , and N ) to avoid changes in L i (ν̃) over a scan. In this case the unmodulated,

spectrally-integrated signal, I DC

i , is a constant value and is often removed leaving only

the modulated component, I AC

i (x ). Scene spectra are easily obtained through Fourier

transformation of I AC

i (x ) and high-temperature scene calibration techniques [82].

In buoyancy driven harmonic flames the measurement scene is decidedly non-static

with changes in L (ν̃) occurring faster ( fF ∼ 10 Hz) than the scan speed of the Michelson

( fM ∼ 0.18 Hz in this work), but much slower than the detector cut-off modulation

frequency ( fd ∼ 385 Hz; the product of the mirror scan speed, v = 0.214 cm/s, and

the detector cut-off frequency, 1800 cm−1). The Fourier transformation of a single

measurement of I AC

i (x ) is no longer a representation of the flame’s emission. Averaging

over many independent scans of the Michelson is a common way to mitigate changes

in I DC

i (x ). However, an average over an ensemble of spectral measurements that have

an unsteady, pulsating scalar field with period τ has a fundamental limitation

〈L i (ν̃, T (t ),ξk (t ))〉=
1

τ

∫ t

0

L i (ν̃, T (t ),ξk (t ))d t 6= L i (ν̃, 〈T (t )〉 , 〈ξk (t )〉) . (32)

The non-equality arises from the nonlinear dependence of L on T and ξk . This

inequality makes one unable to determine the temporal behavior of scalar fields from a

time-averaged spectrum. Also, such a spectrum is likely an unphysical representation

of the flame’s radiance so accurate average scalar value retrievals is unlikely as well. It is

for this reason that a method to determine the scene spectrum at instantaneous points

in time is needed.
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4.4 Methods

Simulated Flame Data.

To better use the information captured in a measurement ensemble, we now con-

sider the interferometric measurement of a time-varying source like that pictured in

Fig. 25. The flames of interest have a harmonic frequency, fF ∼ 10 Hz, which is well

below the detector cut-off modulation frequency, fd ∼ 385 Hz. Thus, I DC

i (x ) can be sepa-

rated, via low-pass filter, from I AC
i (x ) caused by the action of the Michelson. If the time

scale of flame motion approaches that of the detector cut-off frequency, a separation of

I DC

i (x ) and I AC

i (x ) becomes difficult, limiting this proposed method to harmonic flame

motion that has a frequency, fF . 200 Hz.

Additionally, observed in the flame measured here, I D C
i and the sign of its slope

are uniquely associated with a single configuration of the flame’s scalar fields. To

develop an algorithm that leverages these flame properties, a simulated flame data

set was generated. The computational fluid dynamics model (CFD) titled UNICORN

[27, 71, 99, 100, 106]was used to simulate a hydrogen diffusion flame data set modeling

the flame presented in [2]. This data set satisfies two key assumptions: (1) the flame is

harmonic with a well-defined period; (2) its I DC(t ) and slope are uniquely associated

with a single flame configuration. Fig. 26 shows a representation of a single radial cross

section of this flame as it changes over one cycle of its period. Using Eq 29, and the

scalar values provided from the CFD mode, theoretical LOS integrated spectra were

created, and from these spectra, interferograms were generated using Eq 31. Before

the conversion to an interferogram, each spectra was given a random amount of noise

governed by a Gaussian distribution of zero mean and an RMS signal-to-noise ratio

(SNR) of 25, compared to the peak RMS signal. These interferograms, therefore, closely

model what would be seen from an IFTS instrument interrogating the theoretical flame.
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Figure 25. A single measured interferogram Ii (x ) that has been broken into its unmodulated, I DC

i (x ),
and modulated, I AC

i (x ), components through low- and high-pass filtering, respectively.

Measured Flame Data.

In addition to the simulated flame data set, an unsteady hydrogen (H2) diffusion

flame, similar to the flame used in [2], was setup and measured. The flame was produced

by flowing 34±1 standard liters per minute (SLM) of pure H2 through a simple stainless

steel pipe 34.3 cm in length with an inner diameter of 8 mm. The pipe setup was placed

in an enclosure to minimize room disturbances. The enclosure was made of a diffuse

black material to minimize reflections and background radiation. The flow rate was

controlled using MKS 1480A ALTA mass flow controllers which have an accuracy of±1%

of the set point flow rate. Laboratory conditions inside the enclosure varied throughout

testing due to the effects of the flame. Air temperature ranged from 308 K to 320 K,

relative humidity ranged from 30.0% to 40.0%, and the pressure held constant at 988 hPa.

A depiction of the experimental setup is provided in Fig. 27.

A Telops Hyper-Cam MW-E IFTS was used to capture mid-infrared (MWIR, 1.5µm to

5.5µm) hyperspectral radiation emitted by the hydrogen flame. A detailed description of

the Telops camera is available in the literature [67, 82, 86, 87] and only a brief description

is given here. The IFTS features a traditional Michelson interferometer coupled to a high-

speed Indium Antimonide staring focal-plane array (FPA) via f /2.5 imaging optics. An

85



www.manaraa.com

Figure 26. A single radial cross-section of a CFD-generated hydrogen diffusion flame over one flame
flicker period. The value, I D C (t ), that would be expected from this flame is also shown.

50.8 cm

Pipe

8mm I.D.

Flame

29.2 cm

11.4 cm
450 mm long

Wind Block

Diffuse Background

Figure 27. Schematic of the experimental arrangement. Important distances are provided as the
image is not to scale. The Telops camera was on a rotation platform for fast and accurate transition
between the calibration sources. An expanded view of the pipe used as a burner is provided with
dimensions.

external 0.25× telescope was used and the IFTS was located a distance d = 50.8 mm from

the center of the flame with its optical center located approximately u0 = 6.8 mm above

the burner. For this experiment, the FPA captured imagery with a 40µs integration time.

The interferograms had a maximum OPD of 0.6 cm corresponding to an unapodized

spectral resolution of 1 cm−1.

Data for radiometric calibration, outlined in [82], was collected using 2 in and 6 in

square CI Systems blackbody sources placed at distances of 11.4 cm and 29.2 cm, re-

spectively, from the camera. This ensured each over-filled the instrument’s FOV. The
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calibration sources were set at 200 °C and 425 °C, respectively. A standard [88] two-point

calibration—modified for noise suppression (see Sec. 3.4)—was performed to remove

both system response and instrument self-emission from the raw signal. Correction of

the spectral axis due to dispersion in the imaging system was performed as previously

described [86]. Temperatures for the 2 in and 6 in are accurate to within ±0.3% and

±1.0%, respectively, of the set-point temperatures. Spectral emissivities for the 2 in and

6 in blackbodies are reported to be 0.980±0.004 and 0.96±0.02, respectively.

Algorithm for TR-IFTS.

An algorithm has been developed to retrieve an approximation to the instantaneous

interferogram at any time, t0, in the period of a flame from an ensemble of interfero-

metric measurements. If a sufficient number of interferograms are collected, then each

configuration of the periodic flame will have been measured at each OPD. The retrieval

task amounts to extracting the subset of interferograms matching the flame at a spe-

cific point in its period, at each OPD. In the following development, the reconstructed

interferograms are denoted yr (x , t ), the DC level over a single period is denoted I DC(t ),

and is estimated from a low-pass filtered interferometric measurement, the slope of the

DC level over a single period is denoted d I DC(t ), and the measured ensemble data is

denoted ym (x )with its DC component denoted y DC

m (x ).

The following algorithm is used to estimate the instantaneous interferogram value

at OPD xi and time t0:

1. Determine DC-level intensity and slope value at a given time t0 via the I DC(t ) and

d I DC(t ) curves.

2. Define a Gaussian distribution weighting value, wDC, centered at I DC(t0) and a

FWHM defined by I DC(t0+∆t ) and I DC(t0−∆t ), where∆t is an uncertainty in t0.
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3. Define a Gaussian distribution weighting value, wSlope, centered at d I DC(t0) and a

FWHM defined by d I DC(t0+∆t ) and d I DC(t0−∆t ).

4. Form the i th OPD value, yr (xi ), by taking a weighted mean of ym (xi )with weights

w =wDC ·wSlope.
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Figure 28. Depiction of the mean DC-level intensity and slope curves for the center LOS of the simu-

lated data set. Weighting values shown are for a time reconstruction of t0 = 76 ms.

The first three steps of the above algorithm are depicted in Fig. 28. Here it can be

seen that I DC(t ) and d I DC(t ) act as maps correlating measured values to points in the

periodic motion of the flame. Using this weighing map, every sampled value in the

ensemble of interferograms is assigned a weighting value. Recreation of the "snapshot"

interferogram consists of taking the weighted mean of all measured values at each

OPD. The weighting values shown in Fig. 28 correspond to a desired reconstruction

at t0 = 76 ms. Note that the desired value of I DC(t ) and d I DC(t ) both occur twice over

the full motion of the flame. The additional points in the flame motion where I DC(t )

and d I DC(t )match do not, however, occur at the same time. The total weighting value

w =wDC ·wSlope, then, ensures that only the measurement values corresponding to when

the flame was in the desired configuration will be weighted highly.
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4.5 Simulation Results

In total, 1000 time varying interferograms, each with a random starting phase in

the flame period, were generated to represent the ensemble of flame measurements

ym . Fig. 30 (A) demonstrates the reconstruction algorithm for period times t0 = 29 ms

and 76 ms. Five randomly selected measured interferograms are shown for x < 0. The

periodic nature of the flame is visible, and multiple periods are recorded in a single scan.

The reconstructed interferograms corresponding to t0 = 29 ms and 76 ms are shown

for x > 0. Here it is seen that the reconstruction removes all variation in I DC

i leaving

only the desired I AC

i component. The reconstructed interferograms were converted

to spectra and are compared with the true instantaneous spectra in Fig. 30 (B). The

mean absolute error in these reconstructions are 3.8% and 6.4% for t0 = 29 ms and

76 ms, respectively. This reconstruction error scales exponentially with N where N is

the number of interferograms used. To determine the number of interferograms to

use in the ensemble, the recreation algorithm was performed using a variable value of

N . For each N the reconstruction was run 20 times, pulling N random interferograms

from a total set of 5000. The rms difference between spectra reconstructed using 5000

interferograms and the reconstructed spectra, at t0 = 29 ms, as a function of N and∆t

is shown in Fig. 29. The difference decays exponentially with N and approaches the

asymptotic limit near N = 200. The error bars shown in Fig. 29 indicate the standard

deviation of the 20 trials performed at each N . Changing the value of ∆t does not

change the number of interferograms needed to a degree greater than the error bars.

Fig. 29 shows that additional measurements past 200 may not be cost effective, as they

provide little improvement in the reconstructed interferograms. When switching to

measured data, rather than this ideal simulated data however, variations in the stability

of the flame will occur. These variations may reduce the number of interferograms that
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match the desired I DC

i and d I DC(t ) values, effectively reducing the ensemble sample size.

For this reason 1000 interferograms are used to ensure an adequate sample size.

When the flame is at an extremum, such as t = 29 ms, an increase in∆t will incorpo-

rate a small range in values compared to t = 35 ms. A change in∆t , however, translates

to a large range of values in the corresponding point of WSlope. It is this interplay between

WDC and WSlope that ensures only the desired data is averaged together for a given time,

t0. Similar to any harmonic motion there is more data points to sample from at the

extrema of I DC

i . This is because the flame spends more time in these configurations. As

a result of this, reconstructions taken at the extrema tend to have less uncertainty.

4.6 Measured Results

Data Overview.

Fig. 31 (A) shows the broadband imagery captured by the IFTS in a single inter-

ferometric measurement. The left half corresponds to the time-averaged intensity in

raw camera counts. Laterally, the intensity peaks around ±1.5 cm, with less intensity

approaching the flame centerline. This suggests a ring of combustion surrounding a

smaller fuel rich core. The right half of Fig. 31 shows the intensity coefficient of variation

(CoV), which is the standard deviation of intensity normalized by the mean intensity.

The time steps shown in Fig. 31 (B) match those reported in [2]. It should be noted that

this imagery is integrated over the entire spectral response of the camera, nominally

1800 cm−1 to 6667 cm−1, whereas in [2], a filter was used to limit the bandwidth of the

measurement to 3460 cm−1 to 3774 cm−1. This, along with natural variations in the

flame, and color scale differences may contribute to any variations in comparing data

here to [2]. Buoyancy effects and shear forces produce necks and bulges causing the

vortical structures seen in Fig. 31(B). The CoV map shows these pulsations are a factor

throughout the flame, except directly above the pipe exit.
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Figure 29. RMS difference between spectra reconstructed using 5000 interferograms and recon-
structed spectra as a function of both N and ∆t . Error bars are the standard deviation of 20 trials
using random interferogram selection at each N .

In total, 780 interferometric cubes of the flame were acquired. Fig. 32 (A) shows

five randomly selected interferograms, taken at a (u , v ) = (1.0 cm, 4.5 cm) for x < 0. By

measuring the mean time between all peaks in I D C for each interferogram, the flame

period was found to be 94.90±0.09 ms (10.54±0.01 Hz). The mean DC intensity profile

for a single pixel, I D C (t ), is shown in the top left inset of Fig. 32. This profile is the

average shape between successive peaks of all y D C
m measured at a height of 4.5 cm

above the pipe and along the centerline. The reported uncertainty range represents one

standard deviation of the mean value,σI DC(t ). The mean slope profile for a single pixel,

d I D C (t ), is shown in the top right inset of Fig. 32. This profile is the derivative of I D C (t )

measured at a height of 4.5 cm above the pipe and along the centerline. The reported

uncertainty range also represents one standard deviation of the mean value,σd I DC(t ).
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Figure 30. (A) Center-Left: Time varying interferograms, ym (x ), taken at (u , v ) = (1 cm, 4.5 cm)of which
5 of 1000 are shown. Center-Right: Reconstructed instantaneous time interferograms, yr (x , t ), at
t =4 ms and 40 ms. Top-Left: DC level as a function of flame period, I DC(t ). Top-Left: Slope of DC
level as a function of flame period, I Slope(t )(B) Spectra associated with the truth and reconstructed
interferograms at t = 4 ms and 40 ms. Residual differences are offset for clarity.

Radiance profiles.

Using the algorithm outlined in Sec. 4.4 with∆t = 5 ms, interferograms correspond-

ing to each time in Fig. 31 (B) were recreated for every pixel in the full width of the flame,

4.5 cm above the pipe. Two of these interferograms, corresponding to t = 29 ms and

76 ms and u = 1 cm are shown in Fig. 32 (A) for x >= 0. The corresponding spectra are

shown in Fig. 32 (B).

Measured integrated LOS radiance profiles of the flame periodic motion are shown

in Fig. 33 and are compared with infra-red camera measurements reported in [2], as

well as UNICORN simulated results. The reported uncertainty represents the one

standard deviation confidence interval and was calculated by performing the algorithm

in Sec. 4.4 twice again, first with I DC(t )+σI DC(t ) and d I DC(t )+σd I DC(t ), and secondly with
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(A) (B)
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29 ms18 ms

Figure 31. (A): Split imagery of the symmetric flame. Mean camera intensity is on the left and coef-
ficient of variation (CoV) values are on the right. (B): Instantaneous sequential imagery showing a
complete period of the flame motion. The labels correspond to times between images in ms.

I DC(t )−σI DC(t ) and d I DC(t )−σd I DC(t ). This provided a range in reconstructed spectra

at a given time t0 and therefore an indication of the uncertainty in the LOS integrated

radiance. Error bars do not include any uncertainty due to systematic effects that may

be introduced through uncertainty in the∆t value, calibration, camera optics, or the

read-out circuitry of the detector.

In [2], radiation from the flame was recorded with a camera measuring radiation over

the spectral band 3460 cm−1 to 3774 cm−1. Data over a 0.17 cm range about v = 4.5 cm

was averaged and data from u < 0 was averaged with u > 0 to improve SNR and to help

mitigate any variations in the symmetry of the flame. In comparing to [2] then, only

the spectral band from 3460 cm−1 to 3774 cm−1 (indicated in spectral axis of Fig. 32 (B))

was integrated over. Additionally, data from 4.48 cm to 4.62 cm (3 pixels) above the pipe

was averaged and data about the centerline was also averaged.

Visually, IFTS results compare well with [2] at times 0 ms, 12 ms, 18 ms and 35 ms

with mean differences of 15.5 W/m2sr, 8.1 W/m2sr, 9.7 W/m2sr and 12.7 W/m2sr re-

spectively. These equate to 7.7%, 3.8%, 4.5% and 7.8% mean difference respectively.

Time t = 29 ms shows the largest mean difference of 30.1 W/m2sr or 18.5%. Results at
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Figure 32. (A) Center-Left: Time varying interferograms, ym (x ), of which 5 of 780 are shown. Center-
Right: Reconstructed instantaneous time interferograms, yr (x , t ), at t =29 ms and 76 ms. Top-Right:
DC level as a function of flame period, I DC(t ). The highlighted range indicates the ±1σ uncertainty
range of the DC profile. (B) Spectra associated with the reconstructed interferograms at t = 29 ms
and 76 ms.

time t = 29 ms, however, compare more favorably to simulation results than the IR cam-

era values. Measurements at times 18 ms, 29 ms, and 35 ms are systematically high for

x < 1 cm, with a maximum deviation of 27.5 W/m2sr (11.1%) at (u , t ) = 0.35 cm, 29 ms.

Measurements at all times except 18 ms, 29 ms are systematically lower for x > 1 cm,

with a maximum deviation of 54.3 W/m2sr (35.6%) at (u , t ) = 1.1 cm, 53 ms. These sys-

tematic deviations suggest a difference in overall amplitude of the integrated radiance

between the two experimental data sets. There could be multiple factors contributing to

the observed difference, for example inconsistencies in the fuel flow rate, flame period

or uncertainties in reconstructed sample time. Differences in the atmospheric condi-

tions and path-length of the two experiments could also contribute to the differences.

It should also be noted that data reported in [2] represent a single flame period, whereas
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Figure 33. Comparison of reconstructed, previous experimental [2], and simulated LOS flame radi-
ance profiles for several times in a single flame period at a height of v = 4.5 cm. Error bars represent
the one standard deviation confidence interval.

the reconstructed snapshot spectra represent selective averaging of 780 interferometric

measurements capturing more than 39,000 flame periods.

Note values at 29 ms and 35 ms show the narrowest uncertainty ranges. The I D C

profile in Fig. 32 (A) shows that these times are near the extrema in flame radiation.

Extrema points like these are best reconstructed by the outlined algorithm as these

times often have the most data points to draw from. This can be seen by the peak in the

histogram of data measured for the pixel at (u , v ) = 1 cm, 4.5 ms, shown in Fig. 32 (A).

This added data has the benefit of a stronger weighted mean when rebuilding yr (xi ) at

theses values in t . Uncertainties at all times are greatest near the flame edge. This is

primarily due to lateral movement in the flame and natural variations in the width of

the vortical structures seen in Fig. 31 (B).
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4.7 Conclusions

Results of the reconstruction algorithm generated from theoretical data agree to

7% of truth values, demonstrating the validity of the algorithm. When applied to mea-

surements of a real hydrogen flame, reconstructed lateral LOS radiance values agree at

worst to within 18%, and at best to within 4% of previously reported values. There is a

systematic difference in the amplitude of the radiance profiles as a function of the flame

period. These differences may be due, in part, to differences in the flame setup or natu-

ral variations in the flame motion. The reconstruction algorithm, however, was able to

recreate instantaneous radiance measurements that follow the same trends as previous

values, both laterally and temporally. This shows great promise moving forward. Now,

this reconstruction algorithm can be used in future IFTS measurements of any unsteady

laminar flames with a repeatable periodic motion that is well below the detector cut-off

frequency. Rather than simply averaging over many instrument scans to remove the

effects of I D C , the method described can utilize information available in an ensemble

of measurements to reconstruct interferograms representative of instantaneous flame

configurations. These recreations will lead to "snapshot" spectra that, when paired with

an inversion process translating line-of-sight camera imagery into radial information,

will yield scalar value maps in a full 4-D sense. Future research would also include a

comparison of this TR-IFTS method to a step-scan IFTS when reliable step-scan IFTS

instrumentation is available.
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V. Inversion algorithm for retrieval of 3D scalar profiles in laminar
flames using IFTS: Development and simulation

The following is a research paper, in its entirety, intended for published in Optics

Express. It focuses on the development and validation of a retrival algorithm capable of

reconstructing radial scalar values in laminar flames. Authors of this article will include

Michael Rhoby, and Dr. Kevin Gross. The work is significant for the following reasons:

• It presents a novel technique for reconstructing radial scalar values in axisymmet-

ric flames. A technique that uses all measured data simultaneously to improve on

established methods.

• It lays groundwork for translating line-of-sight camera imagery into radial infor-

mation that will yield scalar value maps in a full 4-D sense.

As first author I was responsible for data capture, reduction, and analysis, and the

initial draft of the document. This chapter represents the satisfaction of objective 3.

5.1 Abstract

Inversion methods of emissions data for the axisymmetric scene case are in common

use. Most, however, suffer from optically thin scene limitations, or compounding

error that make flame-center estimates difficult. By capturing spatially resolved 2D

spectra of a scene, IFTS is well suited for tomographic inversion techniques of emission

measurements. Here, a method is described that uses these advantages to measure

radially resolved scalar values in simulated laminar flames. Empirical functions describe

the scalar value decay to atmospheric conditions, improving starting estimates for an

onion-peeling process. A three-point, sliding onion-peel inversion provides a fast

and flexible, yet reliable estimation of the radial scalar profiles. A global parameter
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minimization uses all available LOS data. Three test profiles, simulating the time-

averaged radial scalars of a premixed ethylene and non-premixed hydrogen flame, were

created from CFD calculations. The inversion model was tested and validated against

these simulated flame profiles. Results of the inversion agreed with truth to within 10%

at worst, and at best to within 1%. The inversion successfully recreated the complex

radial profiles of a diffusion flame. Additionally, it demonstrated sensitivity to trace

species with low signal. Reconstructions of flame center were accurate, but uncertainties

were still highest there. This work allows IFTS measurements to be extended from 2D

spectra into 3D scalar values of all major combustion species.

5.2 Introduction

Laminar and axisymmetric flames are a common configuration used for instrument

calibration, computer model development, and some practical engineering applications

[27, 97]. Accurate radial scalar profiles of these flames are important for understanding

combustion phenomenon, validating chemical kinetic models, verifying numerical

simulations, and system performance estimate. Intrusive techniques such as thermo-

couple and gas sampling [107, 108] can be used to obtain point value measurements.

But this sampling interrupts the flow field, and mapping the full flame can be difficult.

Laser techniques are effective, and are the current leader in combustion diagnostics

[10, 97]. Laser techniques such as Raman scattering [109], coherent anti-Stokes Raman

scattering (CARS) [110], and laser-induced fluorescence [109, 111]provide single species

values at a point or a planar cross-section. Here again, mapping the full flame is difficult

and multiple chemical species information requires several laser sources or a tunable

laser [111]. Optical access for all the needed components can become challenging in an

engineering application, and their delicate setups make them impractical beyond the

laboratory environment.
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Simpler emission and absorption techniques, both active such as LAS [19, 52] and

passive such as IR-imaging [2, 30, 31, 112–114], are also common mapping techniques

that are easer to implement. Here, an inversion process is required to retrieve radial

scalar profiles from line-of-sight (LOS) emission or absorption measurements. The

majority of inversions use variations on three methods [77, 78]. First are integral cal-

culations, such as the inverse Abel transform, that compute radial emission of a flame

given lateral, LOS projections (i.e. an image) [80, 113, 115]. While this method is the

direct analytical solution to the cylindrically symmetric inversion problem, it is rare for

emission data to be inverted by the Abel transform. This is largely due to the method’s

limitation to optically thin emission only, and its sensitivity to noise [78]. Second, and

the most common method, is emission tomography with inverse analysis, commonly

referred to as onion-peeling [2, 52, 112, 114]. Here the flame domain is divided into

homogeneous, concentric rings. Starting with the outer ring, a radiation model is opti-

mized to fit the measured emission by adjusting that layer’s temperature and species

concentrations. This process is repeated for each successive layer, holding all previ-

ous layers fixed. Onion-peeling is a straight-forward technique and is capable in both

optically thin and opaque flames. However, each successive layer measurement is

dependent on the previous, and the outermost starting layers is often where SNR is

the worst. Retrieval uncertainty due to noise and systematic errors is compounded

with each layer making the flame center (often the point of most interest) difficult to

estimate. The third method is computed tomography (CT) using measured data from a

number of different look angles [19]. Using the Radon transform, the different projec-

tions can be reconstructed into an image of a flame cross-section. This technique has

the advantage of working on asymmetric flames, but is sensitive to the total number of

look angles used. Ma et al. [19] utilized CT methods and hyperspectral laser absorption

spectroscopy to reconstruct temperature estimates of a flame cross-section. With six
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projection angles, the reported cross-sections are represented by five averaged zones

rather than a continuous distribution. To reconstruct a cross-section with high fidelity,

a large number of projection angles is required and in engineering systems, more than

one look-angle may be unfeasible.

A new emission spectroscopy combustion diagnostics (CD) technique using an

imaging Fourier-transform spectrometer (IFTS) is being developed [67, 84, 116]. IFTS

has been shown to effectively retrieve scalar value profiles in a steady, top-hat like,

Hencken burner flame [82] where near homogeneity renders an inversion process

unnecessary. In that work, the single-layer flame assumption was adequate near the

base of the flame. This assumption, however, broke down higher in the flame and near

the flame edge where it was concluded a multi-layer scalar profile was needed.

This work advances from [82] by developing a multi-layer retrieval algorithm for

the estimation of radial scalar values in axisymmetric flames. Here, a variation on a

traditional onion-peeling inversion is developed for IFTS data and validated agains

computer simulated data sets. More specifically, the objectives of this work are as follows:

(1) develop a computational fluid dynamics (CFD) generated lateral LOS hyperspectral

data set for algorithm testing and validation; (2) detail the inversion retrieval process;

(3) investigate the sensitivity and limitations of the retrieval process. This work is a key

continuing step in the development of IFTS for reacting flow measurements and should

serve as a benchmark for future applications of IFTS to study unsteady and turbulent

flows.

5.3 Theory

In [82], homogeneous single-layer radiative transfer equations were used to describe

the apparent LOS flame radiance, L (ν̃). Here those equations are extended to the multi-

layer radiative transfer problem. Under the assumption of a non-scattering source in
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local thermodynamic equilibrium (LTE), the apparent LOS radiance along any path is

given by

L (ν̃, s ) = L0(ν̃, T )e −
∫ l

0 α(ν̃,s )d s +

∫ l

0

B (ν̃, T (s ′))α(ν̃, s ′)e −
∫ l

s ′ α(ν̃,s ′)d s ′ (33)

where L0 is any background radiation, α(ν̃, s ) is the wavelength dependent absorption

coefficient and B (ν̃, T ) is Plank’s blackbody radiation at temperature T . Under the

assumption of radial axis symmetry, the cross-section of a flame can be broken into

a series of n concentric rings of uniform spacing, ∆r , like that pictured in Fig. 34.

Measured radiance at a LOS, m , is then described by a discrete form of Eq. 33

Lm (ν̃, s ) = L0

n∏
i=1

τi (αi ) +
n∑

i=1

 
B (ν̃, Ti ) (1−τi (αi ))

n∏
j=i+1

τ j (α j )

!
(34)

where the transmissivity, τ(α), of the i th layer is governed by Beer’s Law:

τ(α) = e
−N ·l ·∑

k
ξkσk (ν̃,T )

(35)

Here, N = P /(kB T ) is the number density, l is the layer path length, ξk is the k t h

chemical species mole fraction, and σk (ν̃, T ) is its corresponding absorption cross-

section, described below. Modeling LOS flame radiance under these assumptions is

now a matter of accurately choosing values for Ti and ξk
i for all layers. For simplicity,

the remainder of this work will refer to Ti and ξk
i jointly as the scalar profiles, S .

The absorption cross-sections of the gas-phase molecular species, k , are described

by

σk (ν̃, T ) =
∑

j

sk , j (ν̃ j , T ) f j (ν̃) (36)

where sk , j is the spectral line intensity of the j th rovibartional transition of the k th species.
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f j is a Voigt profile line shape term associated with the j th absorption line. Line width

and a slight shift away from ν̃ j are dependent on temperature, pressure, and relative

concentrations of gas species parameters. In computing the Voigt profile, pressure

was held constant at 1 atm, and species are assumed dilute so that only broadening

rates for dry air are used. Line mixing and continuum effects on the line shape were

not included. In this work, the latest edition of the HITEMP extension of the HITRAN

spectral database was used to compute the absorption cross-sections for H2O, OH,

and CO [18, 63]. Absorption cross-sections for CO2 were calculated using the the latest

CDSD-4000 database [90].

5.4 Simulated flame data

Radial profiles.

In this study a total of three radial scalar profiles were explored and are pictured in the

inset images of Fig 35. All profiles were generated using a computational fluid dynamics

(CFD) model, UNICORN. This is a time-dependent, axisymmetric mathematical model

that solves the full Navier-Stokes equations written in a cylindrical-coordinate system.

Further details on the UNICORN model and its many applications is available in the

literature [27, 71, 99, 100, 106]. Profile sets 1 and 2 represent the time-averages radial

scalar profiles of a pre-mixed, Φ = 2, ethylene/air flame with a total flow rate of 8

standard liters per minute (SLM) issuing from an 8 mm inner diameter pipe. Set 1 is

taken at a height of 10 cm above the pipe and set 2 is taken at a height of 3 cm above

the pipe. Profile 3 shows the time-averaged radial scalar profile of a diffusion hydrogen

flame simulating 34 SLM of H2 issuing from a 8 mm inner diameter pipe at a height of

4.5 cm.

These data sets provide realistic scalar profiles on which to validate the retrieval.

Profile 1 has high temperature and scalar values at the flame center and relatively

102



www.manaraa.com

...

...

�r

L 0

Flame

x0 = 0 y

x

...

...

Figure 34. Multi-layer radiative transfer parameters on a horizontal cross-section of an axisymmet-
ric flame. Note that R >> rn

simple scalar profile shapes. Profile 1 is, therefore, a benchmark test subject. Profile 2

challenges the retrieval with a flame center where the temperature and major species

concentrations are very low. This is a difficult retrieval situation for any emission based

inversion, as radiation born at the flame center is minimal and is attenuated by the rest

of the flame. Also, the complex shape is a complicated profile to reconstruct. Profile 3

is free of carbon emission species such as CO2 and CO. These species have a relatively

short mean free path of a photon making estimations of flame center difficult. Without

them, estimations of concentration and temperature at the flame center are more

probable. The mean free path of a photon in a given homogenous layer is given by

lmfp =
1

N
∑

k σk (T , ν̃)ξk
(37)

and provides a value for the mean distance a photon at wavenumber ν̃will travel before

being absorbed. If this value is less than the half-width of the flame, then photons born
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Figure 35. Simulated spectra of the three test profiles. Spectra shown are taken at x = 0 cm and
x = 1 cm. Radial scalar values of the three test profiles are also provided in the inset figures.

in the center of the flame will likely never reach the detector in quantities sufficient for

a retrieval inversion. Eq. 37 shows that the mean free path is inversely proportional

σ(T , ν̃). Fig. 36 shows values of σ(T , ν̃) at T = 2000 K for H2O, CO2, and CO. It is clear

that the mean free path of H2O emission will be much longer than those of CO2 and

CO emission under flame conditions. Note this is only a demonstration that the mean

free path of H2O emission is longer than CO2 emission, and not an actual calculation

of lmfp. Profile 3 has the trace species, OH, which contributes very little to the overall

radiance of the flame. Profile 3, therefore, tests how the retrieval handles emission

without a great diversity in optical depth, as well as the ability to capture trace species.

It is the intent that, with this diverse group of theoretical yet realistic test profiles, any

conclusions should be applicable to other smooth radial profiles.
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Figure 36. Absorption cross sections of H2O, CO2, and CO taken at 2000 K.

Line-of-sight spectra.

Using the radial profiles in Fig. 35, together with Eq. 34 and the conventions estab-

lished in Fig. 34, simulated line-of-sight spectra were generated. Spectra at x = 0 cm

and x = 1 cm for each profile are shown in Fig. 34. For each profile set, 1800 radial layers

were used. A large number of layers has the effect of minimizing any discretization

error associated with the transition from the integral form, Eq. 33, to the discrete form

radiative transfer equation. The first 1500 layers extend from flame center to rn = 12 cm,

for a∆r of 0.08 mm. The final 300 layers extend from rn = 12 cm to R = 50 cm, for a∆r

of 1.26 mm and represent the atmospheric path between the flame and a detector. Note

that, as seen in Fig. 34, r1 =∆r /2 and r2 = 3∆r /2 etc. The spacing of the line-of-sight

spectra,∆α=∆x , was set at 0.07 cm, a realistic at-scene, single-pixel, field-of-view of

an IFTS camera with a 50 cm stand-off distance. In total, 65 line-of-sight spectra were

generated starting at x = 0 cm and extending out to ±x = 2.3 cm. Differing amounts of

Gaussian noise were added to each LOS spectra producing SNR values of 300, 250, and

60 for Profiles 1, 2, and 3 respectively. SNR here is defined by the RMS of the data divided

by the RMS of the noise. These values were chosen to match real IFTS measurements of
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similar flame conditions. After the addition of noise, data from x < 0 was averaged with

data x > 0, resulting in a final total of 33 LOS spectra ranging from x = 0 cm− 2.3 cm.

Also, the simulated radiance is convolved with, ILS(ν̃) = 2πa sinc(2πa · ν̃), which repre-

sents the instrument line shape function of a Fourier-transform spectrometer [86, 89].

A spectral resolution of 1 cm−1 was used, which is the full-width at half-max of the

convolved sinc function and is set using a value of a = 0.6 cm. This was chosen for its

balance between computational speed and the ability to resolve rotational structure in

the spectra.

5.5 Inversion Algorithm

Here, the inversion algorithm for estimating radial scalar profiles from hyperspectral

lateral radiation is outlined. The algorithm is based on a combination of a variation

on onion peel inversion, followed by a direct optimization of all scalar parameters

simultaneously. The description of the algorithm is broken into sections, representing

the major steps in the retrieval process.

Defining radial layers.

As stated in Sec. 5.4, the number of layers, n , used to define the flame has a sub-

stantial impact on the retrieval process. As n→∞ the discretization error approaches

zero removing systematic error. The total number of layers used, however, is a large

driving factor in the computational time needed to solve Eq 34. A balance between

minimizing discrete sampling error and system performance is, therefore, important.

Note that the distance from r = 0 to R can, and ideally should, be broken into two

sections with different value of∆r , with smaller evaluation point spacing in regions

where the scalars exhibit large radial variation. It is clear from the radial profiles in

Fig. 35 that, for r > 3.5 cm, the scalars have decayed to their atmospheric conditions,
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Figure 37. Left: Comparison of the RMS difference between a spectra generated with n = 1500 layers,
and spectra generated with increasing values of n . The relative computational time needed to gener-
ate one LOS spectra is also shown as a function of n . The RMS value of a typical noise value is shown
for comparison. Right: The radial temperature scalar values of Profile 1 as best represented by 5, 25,
100 and 1500 layers.

SATM. In the remainder of this work this portion will be referred to as the atmospheric

layers and r <= 3.5 cm as flame layers.

The left half of Fig. 37 shows that, for Profile 2, the RMS difference between the

highly layered "truth" spectra (n = 1800) and spectra generated with fewer layers drops

below the noise level near n = 100. The computational time is over twice that of a single

layer, but is on the order of 0.5 s for a single LOS. The right half of Fig. 37 shows visually

that n = 100 can adequately reconstruct the radial temperature of Profile 2.

Owing to these results, during the reconstructions presented here, each profile set

is modeled with 100 flame layers and 3 atmospheric layers. The flame layers extend

from flame center to rn = 3.5 cm, for a∆r of 0.35 mm. The final 3 layers extend from

rn = 3.5 cm to R = 50 cm, for a∆r of 15.5 cm.

Atmosphere and flame edge.

A fundamental drawback of the onion-peeling technique is the need to start at

the outer edge of the flame, rn , where the SNR is often poor. Systematic error in the

estimate of these layers will propagate inwards, limiting the likelihood of a successful
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retrieval at areas of more interest. To mitigate this problem, the algorithm presented

here initiates the onion-peeling process at an evaluation point, ri < rn . This point will be

referred to as α1 henceforth. Initially, α1 is set by locating a point where the SNR of L (ν̃)

exceeds a desired level; an SNR of of 5 is used in this work (in a later step, each scalar

profile will have its own optimizedα1). This approach utilizes the empirical observation

that S (r ), in laminar flames, decay smoothly and asymptotically to SATM, something

demonstrated in Fig. 35. All layers that comprise the decay of the flame to atmospheric

conditions, ri >α1, are modeled using a Logistic function for each scalar. This function

is an empirical approximation to the shape of the flame edge, but was found to be a

better approximation than an exponential or Gaussian decay. The Logistic function for

each scalar, S (r ), is given by:

S (ri >α1) =
S M a x

1+exp (κ · (ri − r0))
+SATM (38)

Here, κ is the steepness of the decay, r0 is the r value of the sigmoid’s midpoint. S M a x is

the upper asymptotic limit of the curve and is solved for directly using the scalar value

estimates at ri =α1

S M a x =
S (α1)−SATM

1+exp(κ · (α1− r0))
(39)

By fixing r0 = α1 and by fixing SATM to known values, the edge of the flame can be

modeled through only two parameters, κ and S (α1), for each scalar value. The choice

to fix r0 = α1 is not mandatory, but allowing r0 to be an adjustable parameter adds

additional computational time and was found to have little benefit to the fidelity of the

reconstruction.

To solve for these parameters, all LOS measurements where x ≥ rs are modeled using

Eq. 34 and the scalar values at each layer defined by Eq. 38. Parameters are optimized
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by minimizing the sum of squared differences between the simulated data ("observed"

data), Lo b s (ν̃, x ), and modeled data, Lmd l (ν̃, x ). This is done by first using a bounded

Nelder-Mead search followed by a Jacobian based Levenberg-Marquardt search.

Onion Peel.

Once the flame edge has been modeled, the algorithm reverts to a more traditional

onion peel approach. Moving inward along r from α1, a new evaluation point, α2, is

chosen for interrogation. Now, all LOS spectra where x ≥α2 and x ≤α1 are used, and

the parameter set includes S (α2) and S (α1). The starting estimate for S (α2) are set at the

values of S (α1). Parameter optimization is now done using only a Levenberg-Marquardt

search. Note that this process includes parameters that have been previously solved.

This is done to minimize the chance of a parameter settling to a local minima in the

search. Also note that the spacing, α2 −α1 = ∆α needs to be ≥ ∆x , or no additional

LOS spectra would be included and the new measurement would be redundant. Any

radial layers that fall between evaluation points are assigned values using piecewise

cubic Hermite polynomial interpolation (PCHIP). Here it is important to emphasize

that the evaluation points, αi , are locations where the scalar field values S (αi ) are

directly estimated as fitting parameters. Locations between S (αi ) are estimated through

interpolation. αi locations do not need to correspond to LOS measurement locations,

xi , but the spacing∆α≥∆x .

Moving inward, the next evaluation point is defined as ri =α3. For the purposes of

this test∆α is fixed, but this condition is not a requirement. At this next location the

parameter set includes S (α3), S (α2) and S (α1)with the starting estimate of S (α3) set to

the previous results of S (α2). Again, a Levenberg-Marquardt search is used to optimize

the parameter values using all LOS data where x ≥α3 and x ≤α2.

This process is repeated for m evaluation points such that αm = 0 and the full radial
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profile of the flame is defined. Note each inward step includes the parameters of the

new evaluation location as well as the previous two locations, i.e the final optimization

includes the parameters S (αm ), S (αm−1) and S (αm−2). This process is referred to here as

a three-point sliding onion-peel. It was observed that using more than three sliding

points unnecessarily added to the computational time of the inversion and using less

than three sliding points may result in parameter solutions that succumb to a local

minima solution.

Full parameter optimization.

The final results of the three-point sliding onion-peel are used as the starting esti-

mate for a final error minimization step. First the location of α1 is optimized for each

radial scalar profile, αS
1 . Profile 1 in Fig. 35 shows that the point where a Logistic func-

tion adequately describes the decay to atmosphere for temperature may be around

α1 = 1.25 cm. At this point, however, the concentration of CO has already reached at-

mospheric conditions and α1 = 0.6 cm would be more appropriate. Without a priori

knowledge of the radial profiles it is difficult to assign a unique α1 value to each scalar.

With the results of the three-point sliding onion-peel, however, αS
1 can be set to where

S (r ) reaches some fraction of its maximum value. In this work, that value is set to 25%.

Once all αS
1 are set, a Levenberg-Marquardt search is done over all parameters

simultaneously; those of the Logistic edge estimation included. This has the advantage

of utilizing all the measured data for a global solution of the radial scalar profiles.

5.6 Results and discussion

Profile 1.

Fig. 38 show the comparison of the true and reconstructed radial scalar values of

Profile 1. Here, a spacing of∆α= 2∆x was used. Overall, the retrieval agrees well with
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Figure 38. Results of the inversion algorithm for Profile 1. In this trial,∆α= 2∆x was used. Shaded
regions represent the 95% confidence interval of the retrieval.

truth values. The largest deviation, 8%, occurs at r = 0.5 cm in the CO profile. The

average difference is 1.5%, 1.5%, 0.8%, and 2.8% for temperature, H2O, CO2, and CO

respectively. Note that, seen most notably in the temperature and H2O reconstruction,

the Logistic function may be incapable of capturing the exact shape of the decay to

atmosphere. In the H2O profile, the Logistic function has a less-sharp curvature than the

truth profile. Despite this, the residual difference between truth and modeled spectra,

pictured in Fig. 39, shows no structure. This suggests that either the model is insensitive

to the fitting parameter κ; or the edge region of the H2O profile has less effect on the

total radiance, and the difference between the truth and measured profile is below

the noise of the data. This second possibility is a trend supported by the estimated

uncertainties also pictured in Fig. 38.

Uncertainties were calculated by adjusting each fitting parameter individually until

the difference of the modeled radiance, L (ν̃, x ), and the adjusted model radiance L ′(ν̃, x )

exceeds 2σ at any (ν̃, x ). Here, 2σ is twice the RMS value of the noise in each LOS

measurement. These ranges for eachαi were treated as the 95% confidence interval and

were used to build a Gaussian distribution of possible values at each αi . Then a Monty
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Figure 39. Comparison of simulated truth spectra and modeled LOS spectra for LOS x = 0 cm and
x = 1 cm for Profile 1. The residual differences between truth and model for the selected LOS’s is
provided. A complete map of the residuals is also provided in the inset image.

Carlo method was used to randomly generate 1000 S (r ) profiles. The shaded regions

shown in Fig. 38 represent twice the standard deviation of the S (r ) ensemble at all r .

This method finds the point where an adjustment in a parameter makes a significant

change to the modeled spectra. Note that it does not account for any correlation in

error between parameters. The overall uncertainty, is therefore, likely higher at every

point. Using a Levenberg-Marquardt search does generate a covariance matrix. This,

however, provides the statistical certainty in each parameter which is a function of the

total data points available. With 33 LOS spectra each composed of over 8, 000 spectral

points, the confidence interval estimated using the covariance matrix is on the order of

δT ∼ 0.5 K and δξk ∼ 10−4 and is not a realistic estimate of uncertainty. Any coarseness

in the uncertainty estimate profiles is a result of the PCHIP interpolation between αi ,

and the true uncertainty is likely smoother.

The uncertainty is highest overall for H2O. This is primarily due to the high 3%

composition of H2O in the simulated atmosphere. This generates more atmospheric

absorption than the other chemical species making H2O less detectable in general. As

noted before, the edge of the H2O profile has the lowest effect on the radiance of the
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flame. The center of the flame is a point of high uncertainty in H2O, a trend also seen

in the rest of the scalars. This is primarily due to the attenuation of signal as it passes

through the rest of the flame.

Uncertainty in temperature is lower relative to the chemical species. Radiance

increases with temperature following Plank’s law. An increase in temperature from

1500 K to 1600 K, a 6.7% increase, will increase the radiance of a greybody by a factor

of 30% at 4200 cm−1. With the error estimation method described, this non-linear

relationship between temperature and radiance contributes to tight error estimates

on the temperature profile. Additionally, the relative line heights of the rotational

fine structure seen in the spectra is governed by temperature through the Boltzmann

distribution. The wide spectral band at a high spectral resolution measured by IFTS

captures emission from millions of such rotational lines, each governed by a single

temperature. This yields a very overdetermined system and also contributes to the

precision in temperature measurements.

Fig. 40 shows the comparison of the true and reconstructed radial scalar values

of Profile 1, now using LOS generated with a SNR of 500 . The change in SNR does

impact the fits overall, now with average differences of 0.8%, 0.9%, 0.7%, and 2.5% for

temperature, H2O, CO2, and CO respectively. Fig. 41 shows the reconstructed radial

scalar values using a SNR of 125. The average differences in this trial is 1.7%, 1.4%, 0.8%,

and 2.5% for temperature, H2O, CO2, and CO respectively. For both these trials, the

largest deviations occur again at r = 0.5 cm in the CO profile and in the temperature

and H2O Logistic function. The small variation in the retrieved scalar profiles over this

range in SNR suggests that the retrieval algorithm is, to an extent, insensitive to changes

in Gaussian noise. As a direct result of the definition used here for uncertainty, the

uncertainly in each scalar profile does change with SNR. Note, however, that for all three

trials the uncertainty range fails to encompass truth for the CO scalar at r = 0.5 cm. This
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Figure 40. Results of the inversion algorithm for Profile 1. In this trial, the simulated data was given
an SNR of 500. Shaded regions represent the 95% confidence interval of the retrieval.

indicates a systematic limitation in the retrieval that is most likely associated with the

inability of either the Logistic function, or the PCHIP interpolation, to capture the true

curvature of the profile.

Profile 2.

Fig. 42 show the results of the retrieval of Profile 2. Here, a spacing between evalua-

tion points of∆α= 2∆x was used. The retrieval captures the shape of the radial scalar

profiles very well for r > 1.0 cm. The sharp drop-off near r = 0.1 cm, however, is not

reconstructed well for all scalars. The retrieval has a tendency to decay near-linearly to

the center conditions rather than follow the true sigmoid shape of the drop-off. This

deviation near the center is evident by structure in the residuals of the x = 0 cm spectra,

shown in Fig. 43. Note there are no structured residuals in the x = 1 cm spectra. This

spectra is defined using only scalar values of r ≥ 1 cm, where the retrieval agrees well

with truth. This is very useful, as the point where residuals first show structure can be

used to locate where the retrieval is diverging from truth; something that is easily seen

in the inset residual map in Fig. 43. The average difference between the reconstructed
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Figure 41. Results of the inversion algorithm for Profile 1. In this trial, the simulated data was given
an SNR of 125. Shaded regions represent the 95% confidence interval of the retrieval.

and truth values for this profile are 4.5%, 6.9%, 7.9%, and 16% for temperature, H2O,

CO2, and CO respectively.

The uncertainty at the center of the flame is again higher than elsewhere. The

estimate in H2O, for example, can be increased by over a factor of 8 before there is a

noticeable change in the modeled radiance. This is a result of the combination of low

temperature and low scalar values here. These atmospheric-like conditions ensure

that most photons created in the flame center will be absorbed prior to reaching the

detector. The uncertainty in CO2 and CO, however, are relatively low at flame center.

This is a result of how the uncertainty is determined. This is likely do, in-part, to the

very low to zero concentration of these chemicals in the long atmospheric path.
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Figure 42. Results of the inversion algorithm for Profile 2. In this trial, a evaluation point spacing of
∆α= 2∆x was used. Shaded regions represent the 95% confidence interval of the retrieval.
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Figure 45. Comparison of simulated truth spectra and modeled LOS spectra for LOS x = 0 cm and

x = 1 cm for Profile 2. The residual differences between truth and model for the selected LOS’s is

provided. A complete map of the residuals is also provided in the inset image.

To improve the retrievals ability to capture the true shape of the profile, more eval-

uation points can be used. Fig. 44 show the results of the retrieval of Profile 2 with

a spacing between evaluation points of ∆α = ∆x . Additional sampling shows a sig-
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Figure 43. Comparison of simulated truth spectra and modeled LOS spectra for LOS x = 0 cm and
x = 1 cm for Profile 2. The residual differences between truth and model for the selected LOS’s is
provided. A complete map of the residuals is also provided in the inset image.

nificant improvement in the retrieval in general, and in particular at r ≤ 0.1 cm. The

improvement is also evident in the reduction of structured residuals, seen in Fig. 45. The

average difference is now 0.8%, 1.8%, 2.0%, and 6.7% for temperature, H2O, CO2, and CO

respectively. This improvement does come at a cost. By decreasing the evaluation point

spacing, the total number of testing locations, m , increased from 10 to 18, translating

to an increase in computation time of 57% in the onion-peel stage. The total number of

parameters being fit in the final stage of the algorithm increased from 45 to 80, equating

to an increase in computation time of 263%. This is a total increase in computational

time of 200%. A trade-off between the number of evaluation points and the desired

accuracy of the retrieval is, therefore, important. Also, with more parameters to fit,

the uncertainty in any one parameter becomes larger. This is evident in the increase

in uncertainty of all profiles despite the better fit results. Note that the location and

spacing of evaluation points can be changed as needed. Ideally, one or two additional

evaluation points can be allocated to each scalar around r = 0.1 cm to improve the

sampling’s spatial resolution where it is needed most. This prevents the need to add

in many additional points needlessly at r > 0.1 cm. With no a priori knowledge of the
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Figure 44. Results of the inversion algorithm for Profile 2. In this trial, a evaluation point spacing of
∆α=∆x was used. Shaded regions represent the 95% confidence interval of the retrieval.

correct solution, however, choosing specific sampling locations is difficult. The use of

an adaptive process to choose an ideal sampling point distribution would be beneficial,

but is beyond the scope of this research.

Profile 3.

Fig. 46 show the results of the retrieval of Profile 3. Here, a spacing between evalu-

ation points of 2∆α= 2∆x was also used. The retrieval is able to captures the shape

of the radial scalar profile of H2O and the trace species, OH. Values of temperature at

r < 0.5 cm, however, diverge from truth. With little chemical species at the flame center

that have spectral emission in the measured band, an increase in temperature has little

effect on the radiance. Fig. 47 shows that once again the difference between the truth

and model spectra shows no structure. The average difference between the truth and

modeled profiles is 9.1%, 2.9%, and 3.8% for temperature, H2O, and OH respectively.
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Figure 46. Results of the inversion algorithm for Profile 3. Shaded regions represent the uncertainty
in the retrieval.

5.7 Conclusions

This investigation of simulated data has established a novel method to estimate

radially resolved scalar values from lateral IFTS measurements in a subclass of flames.

An empirical function was used to describe the scalar value decay to atmospheric

conditions. This improves the starting estimate for an onion-peeling process and

reduces the compounded uncertainty moving inward. A three-point sliding onion-peel

provides a fast and flexible, yet reliable estimation of the radial scalar profiles. Finally,

the addition of a global parameter minimization optimizes the shape of the radial

profiles using all available data simultaneously. This is a significant advantage over a

traditional onion-peel inversion.

Results of the inversion agreed with truth to within 10% at worst, and at best to within

1%. The inversion algorithm was able to recreate the complex radial shape of Profile

2 and was able to accurately retrieve the trace species OH in Profile 3. The inversion

model does reconstruct the conditions of the flame center in all three profiles. But the

uncertainty there shows the insensitivity of emission-based techniques to penetrate
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Figure 47. Comparison of simulated truth spectra and modeled LOS spectra for LOS x = 0 cm and
x = 1 cm for Profile 3. The residual differences between truth and model for the selected LOS’s is
provided. A complete map of the residuals is also provided in the inset image.

to the center of a flame. Results also show that the Logistic function used to estimate

the edge of the flame may not be the best choice and further investigation of other

options is needed. Also, the automation of evaluation point locations would be a helpful

improvement to the algorithm. Additionally, the uncertainty estimates of the radial

profiles needs to be updated to a process that incorporates covariance of the fitting

parameters.

This work is a major step forward in the use of IFTS as a viable combustion diag-

nostics tool. Rather than being limited to line-of-sight integrated scalar values. IFTS

can now provide radially resolved scalar values of axisymmetric scenes. When paired

with an algorithm that creates time-resolved spectra, future IFTS measurements of

harmonically unsteady laminar flames can provide scalar value maps in a full 4-D

sense.
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VI. Time Resolved Radial Scalar Profiles of a Laminar Hydrogen
Flame

6.1 Introduction

Chapters IV and V presented work that are key precursors to meeting the ultimate

objectives of this work: (1) reconstructing instantaneous LOS spectra from an ensemble

of IFTS measurements Chapter IV, and (2) recreating radial dependance of various

scalars from LOS spectra in Chapter V. In this chapter, the two techniques are married

together and applied to measured data of a pure hydrogen diffusion flame. Results

here are presented in a more traditional manner and not as a document prepared for

a journal. As such, and as much is previously covered, the fundamental theory and

methodology are not explicitly outlined here. The focus in this chapter is presenting a

successful demonstration of measured instantaneous scalar fields in a laminar unsteady

flame using IFTS. This chapter is significant for the following reasons:

• It demonstrates that previously outlined techniques, developed using simulated

data, are effective on real measurements.

• It shows IFTS is capable of providing instantaneous and spatially-resolved scalar

fields in laminar flames.

• It solidifies IFTS is a useful diagnostic tool even for rapidly changing, yet harmonic

scenes.

This chapter represents the satisfaction of all research objectives.

6.2 Methods

The results presented here combine the experimental data set of a H2 flame, and

time-resolved interferogram reconstruction algorithm described in Chapter IV with
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the inversion algorithm described in Chapter V. therefore, only a brief review of the

relevant points of each method and the data are repeated here.

First, the 780 measured data cubes were processed using the algorithm descried in

Sec. 4.4; achieving time resolved interferograms of the flame. Again, the algorithm was

applied to all data from the rows at 4.48 cm to 4.62 cm (3 pixels) above the pipe. When

doing this time resolved reconstruction, note that the mean period of the flame motion is

very important. As stated in Sec. 4.4, this profile is the average shape between successive

peaks of all y D C
m for a given pixel. This results in a mean period of the flame where the

point of peak radiance is always defined to be t = 0. Fig. 48 (A) shows this by comparing

measured I D C (t ) for three different pixels. Shown in black is I D C (t ) corresponding to

the pixel (u , v ) = (0 cm, 4.5 cm). In red is I D C (t ) for pixel (u , v ) = (0.9 cm, 4.5 cm) and

green shows I D C (t ) for (u , v ) = (1.6 cm, 4.5 cm). It is clear that, even though the overall

amplitude and shape of each I D C (t )may be different, they are all starting with their

peak intensity at t = 0.

What is not stated in Sec. 4.4, is that each location u in the flame does not pass

through its point of peak radiation in phase. This phase difference between the center-

line I D C (t )motion and any other lateral I D C (t ) profile is due, in part, to the diffusion

of the fuel into the oxidizer and the sheer forces in the flame. Fig. 48 (B) shows this

phase difference as a function of u . Note that positive values of the phase shift mean
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Figure 48. (A) Mean I D C (t ) at three different values of u . (B) Phase shift in I D C (t ) as a function of u .
(C) Corrected mean I D C (t ) at three different values of u .
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that the point of peak radiation lag behind the center point, and negative values mean

that the point of peak radiation come before the center point in time. Knowing and

accounting for this phase shift is very important for a successful recreation of time

resolved interferograms across the width of a flame. Fig. 48 (C) shows the same three

I D C (t ) now with their appropriate phase shifts added. Note that a phase shift of 1.2 ms

does not make a large visible difference in the (u , v ) = (0.9 cm, 4.5 cm) profile. A phase

shift of−4.75 ms, however, makes a noticeable shift in the (u , v ) = (1.6 cm, 4.5 cm)profile.

Even when this shift is small it is vital in reconstructing interferograms at times where

the slope, d I D C (t ) is large. For example, the shift in (u , v ) = (0.9 cm, 4.5 cm)moved the

value at t = 11 ms by 3.6% compared to only 0.2% at t = 0 ms. Once the relative phase

shift between each u location is accounted for, the global phase can be changed to meet

any convention. Note in Fig. 48 (c) that t = 0 was defined to match the point where the

center of the flame passed through its point of peak radiance. In [2], however, t = 0 was

defined to match the point where the flame’s bulging motion was just beginning. To

compare the reconstructed interferograms to [2] in Chapters V and later in this chapter,

a phase shift of 29.89 ms was added to each I D C (t ).

Following the reconstruction of time-resolved interferograms, the data was con-

verted to spectra and calibrated using the method outlined in Sec. 3.4. The calibrated

data from all three rows was then averaged together, and data from u < 0 was averaged

with u > 0 to improve SNR and enforce symmetry. An estimation point spacing of

∆α= 2∆x was used in the inversion process where here x = 0.07 cm. The radial layers

used match those described in Sec. 5.5, 100 flame layers extending out to r = 3.5 cm

for a∆r = 0.35 mm. The final 3 layers extend from rn = 3.5 cm to R = 50 cm, for a∆r of

15.5 cm.
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Figure 49. Reconstructed (measured) and modeled spectra at r = 0 cm and r = 1 cm for the t = 29 ms
and t = 76 ms inversions. The residual differences between truth and model for the selected LOS’s is
provided and are offset from zero for clarity. Complete maps of the residuals are also provided below.

6.3 Results and Discussion

Fig. 49 shows the comparison of reconstructed (measured) and modeled spectra at

x = 0 cm and u = 1 cm for both t = 29 ms and t = 76 ms. The presence of structure in the

residuals indicates that the reconstructed spectra is not fully modeled by the simulated

data. There are several possible causes for this. (1) Note that Fig. 30 shows small but

noticeable structure in the residuals of the simulated data results. This high-frequency

structure results from improper reconstruction of interferogram ends. The process

employed in finding the DC profile, I DC, of each interferogram is viable except at the

ends of the interferograms. There, edge effects present themselves as sharp peaks or

drops in the estimated I DC. Not only does this have an adverse effect on I DC, but it also

has a major effect on the estimation of the slope, d I DC, which is calculated directly

from I DC. To minimize the impact on reconstructed interferograms, I DC and d I DC are
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always artificially truncated by 2% of the number of sampling points after generation.

If any edge-effects are still present during the reconstruction, Fig. 30 shows that they

cause small, sharp features in the data. Note in this chapter the reconstructed spectra

have been artificially convolved down to a spectral resolution of 8 cm−1. This reduction

in resolution is done by truncating the interferograms from a maximum optical path

difference of 0.6 cm to just 0.075 cm. This is primarily done to help improve the SNR

of the reconstructed data, but also helps remove edge effects in the reconstruction.

(2) The absolute radiometric calibration of the data is key in retrieving quantitative

estimates of scalar values, as outlined in Chapter III. Improper calibration will result in a

baseline shift of spectra. To mitigate any chance of this, a 4th order polynomial baseline

correction was used when fitting the data. It is unlikely, however that calibration would

cause structured residuals, as the detector gain is a smoothly varying function and

instrument self-radiation is negligible in the spectral region of interest here.(3) Any

difference in the line-shape of the measured and modeled data can have a dramatic

impact on retrieval values and will often present as "ringing" in the residuals. The

residuals seen in Fig. 49 do seem to show this ringing. The model line-shape, however,

is set by the maximum optical path difference of the measured interferogram and as this

data is artificially truncated to a known value, the measured and modeled line-shapes

should be in agreement. The model line-shape was included as a fitting parameter, so

the residuals are likely not from a line-shape issue. (4) Additionally if the atmospheric

absorption modeling is not accurate, residual differences will appear structured and

this will have an effect on all LOS’s which is something seen in the residual maps in

Fig. 49. This is most likely the cause of the residuals seen here and more concerning

this is discussed below.

Fig. 50 shows the retrieved radial temperature and water concentration profiles

measured at a height of 4.5 cm above the burner and for times t = 29 ms and t = 76 ms
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Figure 50. Temperature and H2O concentration results of the inversion algorithm performed on
the t = 29 ms and t = 72 ms time-resolved spectra. Shaded regions represent the confidence interval
of the retrieval. Results are compared to previous IR band-pass measurements [2] and UNICORN
simulation.

in the flame motion. Here again the confidence intervals do not include correlation

between sampling points, and as a result are likely higher overall. Results are compared

to previously measured results of a similar flame using IR band-pass imagery and thin-

filament pyrometry [2] and a UNICORN simulation. The IFTS retrieved temperature

results compare well, showing the same trends as the IR camera and simulation results.

Temperatures for t = 29 ms at r < 1 cm are higher compared to previous results, with a

maximum difference of 50% at r = 0.5 cm. This, however, is self-consistent with results

shown in Fig. 33. There, integrated radiance values for t = 29 ms at r < 1 cm were also

greater than previous results, a trend now explained by the difference in measured

temperature. Temperatures for t = 29 ms at r > 1.5 cm are also higher compared to pre-
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vious results, with a maximum difference of 25% at r = 2.2 cm. Temperatures compare

well between r = 1 cm and r = 1.5 cm with an average difference of 2%. Neither experi-

mental results compare favorably with the simulated temperature profile for t = 29 ms.

Temperatures for t = 76 ms at r < 1.1 cm are lower compared to previous results, with

a maximum difference of 35% at r = 0.5 cm. This is again self-consistent with results

shown in Fig. 33. There, radiance values for t = 76 ms were particularly lower than

previous results at r < 1 cm. IFTS measurements do compare well, however, with the

simulated temperature for t = 76 ms at r < 1 cm. A trend again seen in the integrated

radiance values in Fig. 33. Values after r = 1 cm compare well with an average difference

of 0.75%. Uncertainties were calculated using the method described in Sec. 5.6. Note

that as seen in Chapter V, uncertainty in the temperature increases near flame center

and flame edge.

The IFTS retrieved water concentrations also compare well with IR camera and

simulation results. Note that the UNICORN simulation did not include an atmospheric

concentration value and so ξH2O decays to zero. ξH2O for t = 29 ms at r > 1 cm are low

compared to previous results, with a difference of 20%. Fig. 33, however, shows an

excellent comparison in integrated radiance for t = 29 ms at r > 1 cm. The combination

of a higher temperature and lower ξH2O values accounts for this correct integrated

radiance comparison. The estimated value of ξH2O near r = 1 cm in the t = 76 ms

profile is lower than previous estimations and simulation. It, however, shows a slightly

flattened peak which may suggest the PCHIP interpolation is not able to adequately

reconstruct ξH2O. If sampling points fall on either side of a peak, the result is often a

flattened estimate.

At both times evaluated, the IFTS retrieved atmospheric temperature and water

concentrations were about 400 K and 4% respectively. These are higher than weather

measurements taken during experimentation, 340 K and 3% respectively. It is noted
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that the flame was fully contained inside a wind-block and that during testing the

vent above the flame was turned off to remove disturbances in the air flow. Weather

measurements were taken inside the shroud periodically but this required opening the

shroud. Because of this, the true atmospheric conditions, SATM, are likely higher than

weather measurements, and also likely changed significantly throughout the course of

the measurements. This has the possibility of introducing scene change artifacts, even

in the time-resolves interferograms, that could account for the residuals seen in Fig. 49.

The two times reconstructed here represent two distinct points in the flame motion.

At t = 29 ms, the flame is bulging and at t = 76 ms the flame is in a stretched state. These

changes in the shape of the flame are due to vortices that form around the flame [117].

The fast moving fuel jet combined with the rapidly expanding gasses from combustion

produce a shear-layer with the stagnant atmospheric air. The measured results show

that the temperature and water concentration vary significantly in width between these

two conditions, but do not vary greatly in their peak temperature and concentration

values. There is a small difference, however, in the peak temperature and the drop-off

in temperature on the fuel side of the flow. At t = 29 ms the peak temperature is 2413 K

and at t = 76 ms the peak temperature is 2181 K, a difference of 232 K. This difference

in temperature is due to the flame-vortex interactions and a system Lewis number

(L e ) that is less than 11. As the shearing forces create a vortex, lab air rich in oxygen

is entrained into the flow providing a local increase in reaction and subsequently a

higher temperature. In the stretched regions, there is less entrained oxygen. This slows

the reaction and the low thermal diffusion rate results in cooling of the flame on the

fuel side of the flow. Previous estimations of this temperature difference in necked and

bulged regions were found to be 222 K [2] and ∼ 150 K [118].

Despite the difference in temperature and the gradient in temperature at the flame

1The Lewis number is the ratio of thermal diffusivity to mass diffusivity.
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center, the decay in ξH2O at flame center are similar for both times. At locations r > 1 cm,

however, they are very different. This is again due to the flame-vortex interactions. The

ratio of the binary diffusion coefficient of water over hydrogen is less than one. This

means that in areas where the flame is bulging, the diffusion of hydrogen into the flame-

front is dominating. With the increase of available fuel, coupled with an ample supply

of entrained oxygen, more water is produced [117].

6.4 Conclusions

This chapter combines two major algorithms developed for this work to measure

scalar values of an unsteady laminar flame in a full 4D sense. Results are good in

comparison with previously reported results [2], and CFD simulation. Temperature

values for t = 29 ms and 72 ms have an average difference of 10% and 11% respectively.

Water concentration values differ by an average of 19% and 15% respectively. Structured

residuals in the modeled spectra do suggest additional improvements may be needed.

Automated sampling point locations and improvement to the empirical edge function

are the most important areas of future research.

This work demonstrates IFTS is a viable combustion diagnostics tool in harmonic

laminar flames. Only one row of the flame and two periods in the flame motion were

reconstructed here. But full scalar value maps in a full 4-D sense could be made if desired.

Continued research toward adapting these techniques to turbulent and asymmetric

scenes is still needed. This work, however, brings IFTS even closer to practical use on

modern engineering applications of combustion.
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VII. Conclusions

This work has demonstrated the usefulness of a Telops Hyper-Cam Midwave Infrared

camera to make combustion diagnostics measurements of unsteady laminar flames.

This was achieved through the successful recovery of scalar values in a full 4-D sense.

The completion of specific research objectives were met through the following:

1. Demonstrate IFTS as a viable, steady-state laminar flame CD tool.

Through the investigation of a laminar premixed ethylene flame, IFTS demon-

strated initial promise as a useful combustion diagnostic. This first required the

creation of a novel calibration technique that minimized the negative effects of

low SNR gain measurements. Spectrally-determined temperature and species

concentrations agreed with previous laser absorption flame measurements. The

large number of ro-vibrational emission lines and band structures arising from

multiple species lead to statistical temperature uncertainties less than 50 K. The

2-D scalar fields achieved through a simple single-layer model agreed well at the

base of the flame. Results higher in the flame, however, motivated the need for a

multi-layer and time-resolved retrieval algorithm.

2. Develop algorithm to recover time-resolved spectra from ensemble measure-

ments.

By utilizing the one-to-one relationship between flame configuration and a mea-

sured DC-signal level and slope, an algorithm to recreate instantaneous "snap-

shots" of a flame spectra was achieved. Results of the algorithm agree to within 7%

of truth values, demonstrating the merit of the algorithm on a simulated data set.

When applied to measurements of a real hydrogen flame, reconstructed lateral

LOS radiance values agree to within 18% of previously reported values. The recon-

struction algorithm was able to recreate instantaneous radiance measurements
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that follow the same trends as previous values, both laterally and temporally. Now,

simply averaging over many instrument scans to remove the effects of I D C is not

needed and all information available in an ensemble of measurements can be

used.

3. Create spectroscopic radiative transfer tomographic model for radial scalar

field estimation. A traditional onion-peel inversion was improved upon through

three additions. First an empirical function is used to describe the scalar value

decay to atmospheric conditions. This improves the starting guess at the outer-

most flame layers. Second, a three-point sliding onion-peel provides a fast and

flexible, yet reliable estimation of the radial scalar profiles. Finally, the addition of

a global parameter minimization optimizes the shape of the radial profiles using

all available data simultaneously. Using simulated data sets, the inversion agreed

with truth to within 10%. The inversion showed flexibility in recreating various

flame shapes, and sensitivity to even trace species. The inversion model is even

capable of reconstructing the flame center in all three profiles tested.

4. Demonstrate 4-D scalar retrieval in an unsteady laminar flame. Measured data

of an unsteady non-premixed hydrogen flame was used to combine the algorithms

developed for Objectives 2 and 3. Results compare well with previously reported

values and CFD simulation. Temperature and water concentrations were resolved

radially at two different "snapshot" times in the period of the flame’s harmonic

motion. Measured temperature values have an average difference of 10% and

11% respectively. Water concentration values differ by an average of 19% and 15%

respectively. This work demonstrates full scalar value maps in a full 4-D sense

could be made if desired.

IFTS offers several unique advantages for combustion diagnostics. Its portable

131



www.manaraa.com

and compact, field-deployable design makes it a fast and rugged measurement tool.

Capturing moderate resolution spectrum (up to 0.25 cm−1) across a wide band pass

(1.5µm to 5.5µm) provides resolved information of many major combustion species

simultaneously. The high-speed imagery existing within the interferometric measure-

ment enables visualization of flame dynamics, and this enhances interpretation of 2-D

scalar fields derived from the spectra. Existing flow field analyses performed by infrared

cameras can be readily adapted to the broadband imagery captured within the IFTS

measurement. With the completion of this work, IFTS now has the advantage of time-

resolved 3D imaging of scalar values in laminar axisymmetric flames. This will make

IFTS a useful tool for understanding combustion phenomenon, validating chemical

kinetic models, verifying numerical simulations, and system performance estimate.

Continued research toward adapting these techniques to turbulent and asymmetric

scenes is still needed. This work, however, brings IFTS even closer to practical use on

modern engineering applications of combustion.
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Appendix A. Imaging Fourier-Transform Spectroscopy for
Combustion Diagnostics and Code Validation

The following is a research paper, in its entirety, published in the International

Journal of Energetic Materials and Chemical Propulsion (Volume 12, Issue 1, Page 15).

This article discusses IFTS and its use with plume diagnostics and code validation. It is

held to an appendix as it is only partially relevant to the focus of this research. Authors

of this article include Michael Rhoby, Jacob Harley, Kevin Gross, Pierre Tremblay, and

Martin Chamberland. This appendix further meets the requirements of objective 1.

As first author I was responsible for data capture, reduction, and analysis for the

section of the paper pertaining to laminar flame combustion diagnostics.

1.1 Abstract

Laminar and turbulent flow fields found in smokestacks, flames, jet engine exhaust,

and rocket plumes are of practical and academic interest and could greatly benefit from

spatially-resolved spectral measurements. Key physical flow field parameters such as

temperature and species concentrations can be extracted from spectral observations.

Spectral images of flow fields produce rich information for plume diagnostics and could

be used to validate next-generation plume codes. Laser-based diagnostics are typically

used to measure temperatures, concentrations, and flow velocities. Unfortunately,

these laser-based techniques are largely confined to a laboratory environment, and

tracking multiple species concentrations is complicated due to the limited bandwidth

of tunable laser sources. The advantage of a passive sensor with high resolution across

a broad bandwidth would make an imaging Fourier-transform spectrometer (IFTS) an

attractive instrument for flow diagnostics, particularly when the flow field of interest

cannot be studied in a laboratory. In this paper, we present an overview of IFTS and its
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uses for flow visualization and combustion diagnostics in various plumes. Examples

from recent measurements of laminar flames and jet engine exhaust will be presented.

1.2 Introduction

Laminar and turbulent flow fields emanating laboratory flames, jet engines, and

rockets are of practical and academic interest and could benefit from spatially-resolved

spectral measurements. Spectral emissions encode important flow field parameters

such as temperature, density, and species concentrations. Laser-based diagnostics

are typically used to measure these parameters [4]. However, such techniques are a

challenge to set up and are limited to a laboratory environment. The limited bandwidth

of tunable laser sources makes tracking multiple species concentrations difficult. The

advantage of a passive sensor with high resolution across a broad bandwidth would

make imaging Fourier-transform spectrometry (IFTS) an attractive instrument for flow

diagnostics, particularly when the flow field of interest cannot be studied in a laboratory.

In this paper, we present an overview of IFTS and its uses for flow visualization and

combustion diagnostics in various plumes. Examples from recent measurements of a

laminar flame [82] and jet engine exhaust [66, 119–122]will be presented.

Laminar and turbulent flow fields emanating laboratory flames, jet engines, and

rockets are of practical and academic interest and could benefit from spatially-resolved

spectral measurements. Spectral emissions from a flow field are a function of scalar

fields such as temperature, density, and species concentrations. Thus, proper interpre-

tation of the spectrum can simultaneously reveal multiple scalar flame properties. The

ability to determine multiple scalar fields three-dimensionally and with high temporal

resolution is difficult yet highly desired since it reveals key combustion phenomenon,

enables validation of chemical kinetic models, and is useful for benchmarking numeri-

cal simulations. Laser-based methods—the cornerstone of combustion diagnostics—
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provide highly selective, sensitive, non-intrusive means to interrogate laminar and

turbulent flow fields [4]. However, three-dimensional mapping of multiple scalar fields

often requires raster scanning multiple lasers in a sophisticated experimental arrange-

ment. Moreover, most laser-based measurement techniques are limited to a laboratory

environment unless substantial effort and cost are expended to harden and make

portable the diagnostic system. Flame emission measurements are another class of

nonintrusive diagnostics which complement laser-based techniques and are easier to

implement. High-speed infrared cameras with various band-pass filters have been used

to map spatial and temporal variations in radiant intensity and relate these to the spatial

distribution of scalar values and to various measures of turbulence (e.g. integral length

and time scales). Broadband imaging, however, is limited in its ability to discriminate

the influence of multiple scalars. Fourier-transform spectrometer (FTS) measurements,

when paired with appropriate tomographic deconvolution algorithms, can be used to

simultaneously determine temperature and mole fractions of major flame species.

Imaging Fourier-transform spectrometer (IFTS) represents a new combustion di-

agnostic which combines the advantages of studying flames with spectroscopy and

infrared imaging in a simultaneous fashion. In this paper, we present an overview of

IFTS and its uses for flow visualization and combustion diagnostics in various plumes.

Examples from recent measurements of a laminar flame [82] and jet engine exhaust

[66, 119–122]will be presented.

1.3 Instrumentation

We have looked at various high-temperature laminar and turbulent flow fields using

a Telops Hyper-Cam interferometer [87, 123]. This IFTS features a high-speed 320×
256 pixel InSb (1.5−5.5µm, 2 kHz full-frame) focal-plane array (FPA). Sequential scene

imagery focused on the FPA is collected while looking through a scanning Michelson
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interferometer. The interferogram cube is thus a stack of broad-band infrared images

collected at fixed optical path differences (OPDs). Acquisition rate depends on spectral

resolution and mirror speed, which in turn is affected by spatial resolution and camera

integration time.

An ideal Michelson-based IFTS produces (at each pixel) an interferogram I (x ) rep-

resented by

I (x ) =
1

2

∫ ∞

0

(1+ cos (2πx ν̃))G (ν̃) (L s (ν̃) + L i (ν̃)) dν̃= ID C + IAC (x )

where x is the optical path difference, L s (ν̃) is the scene spectrum, L i (ν̃) are spectral

emissions from within the instrument, and G (ν̃) is the spectral system response which

includes the quantum efficiency of the detector. Here, ID C represents the integrated

intensity and IAC (x ) is the cosine transform of the (uncalibrated or raw) spectrum.

Fourier-transformation of I (x )− ID C yields the raw spectrum. This implicitly assumes

the source spectrum is static over the course of the measurement. For laminar flow,

this is typically true. However, the case of turbulent flow in which L s (ν̃)may rapidly

and stochastically change throughout an interferometric measurement is addressed in

Section 1.4.

Two on-board blackbodies permit linear calibration to remove the effects of de-

tector response G (ν̃) and instrument self-emission L i (ν̃). A schematic of an IFTS is

presented in Figure 51. Also shown are an example interferogram for a single pixel and

its corresponding spectrum upon Fourier-transformation.
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1.4 Theory

Radiative transfer for ideal turbulent flow.

The spectral radiance L (ν̃) from a non-scattering source in local thermodynamic

equilibrium along a length l line-of-sight (LOS) can be expressed as [124]

L (ν̃) =

∫ l

0

e −τ(s )κ(ν̃, s )B (ν̃, T (s ))ds (40)

where τ(s ) =
∫ l

s
κ(ν̃, s ′)ds ′ is the optical depth, κ(ν̃, s ) is the absorption coefficient, and

B (ν̃, T ) is Planck’s blackbody distribution at temperature T . The term κ(ν̃, s )B (ν̃, T (s ))

accounts for photons “born” at the point s along the LOS, and e −τ(s ) accounts for the

fraction of those photons absorbed as they travel through the remaining plume to-

wards the source. The dependence of κ on both T (s ) and species concentrations ~ξ(s )

was suppressed. For an ideal, high-temperature, two-dimensional flow field which is

homogeneous along the LOS, Eq. 40 can be approximated by

L (ν̃, T ) =τ(ν̃)ε(ν̃, ~ξ, T )B (ν̃, T ) (41)
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where the source emissivity ε is defined by ε(ν̃, ~ξ, T ) = 1−e −κ(ν̃)l and τ(ν̃) represents the

transmittance of the material (atmosphere) between the source and instrument. This

model assumes the plume radiance dominates all other sources (e.g., photons emitted

behind or in front of the plume).

In this work, spectra are modeled using the Line-by-Line Radiative Transfer Model

(LBLRTM) [125] in conjunction with the high-temperature extension (HITEMP [63]) to

the HITRAN database [18] of spectroscopic line parameters.

Note that at all wavenumbers ν̃, Planck’s distribution B (ν̃, T ) monotonically in-

creases with temperature. Additionally, for many gas-phase systems in local thermo-

dynamic equilibrium, this monotonicity is preserved, so we assume T2 > T1 implies

L (ν̃, T2)> L (ν̃, T1) for all ν̃.

In a non-reactive turbulent flow field, the instantaneous temperature T fluctuates

about a mean temperature 〈T 〉 according to a probability distribution P (T )[? ]. Uncor-

related fluctuations in ~ξmay also occur, but are ignored1. For an ergodic flow field, the

average of an ensemble of spectral measurements yields

〈L (ν̃, T )〉=
∫

L (ν̃, T )P (T )dT 6= L (ν̃, 〈T 〉) (42)

where the non-equality arises due to the nonlinear dependence of L on T . To properly

interpret 〈L (ν̃, T )〉, a priori knowledge of P (T )would be required and simply fitting a

single-T model to it necessarily results in biased temperatures and species concen-

trations. To address this problem we now consider flow measurement made by an

interferometer.
1If concentration fluctuations are significant, the one-to-one mapping of quantile spectra to unique

temperatures to be described may not be valid. However, multiple quantile spectra do contain informa-
tion complementary to and different from the mean spectrum.
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Quantile interferogram analysis for a two-dimensional turbulent flow field .

Dynamic scenes are often considered problematic for IFTS as changes in scene

radiance during the interferometric scan produce scene-change artifacts (SCAs) in the

spectrum. While time averaging can minimize the effects of this "source noise," an

alternate method is presented which, in addition to minimizing SCAs, can provide

additional information about the fluctuation statistics in the flow field. In the case of

two dimensional turbulent flow which is dominated by temperature fluctuations and is

homogeneous along the instrument’s line of sight, temperature fluctuation statistics

can be recovered.

To simplify the presentation, we assume an instrument response of unity and ignore

instrument self emission. Under these conditions, an ideal Michelson produces an

interferogram I (xi , Ti ) at each OPD xi of the turbulent flow via

I (xi , Ti ) =

∫
(1+ cos(2πxi ν̃))L (ν̃, Ti )dν̃ (43)

where Ti represents a random sample from P (T ) and is assumed constant over the short

FPA integration time. With a FPA, the DC component is preserved, and this is key to

the following development. Recall that L (ν̃, T ) is a monotonic function of temperature

at all ν̃. Since 1+ cos(2πxi ν̃)≥ 0 for any xi and all ν̃, it follows that T2 > T1→ I (xi , T1)>

I (xi , T2)∀xi . If an ensemble of interferometric measurements of the ergodic flow field

are captured, then at each xi , a range of temperatures weighted by P (T ) will have

been observed. As the chain of probabilities demonstrates, the monotonicity of L (ν̃, T )

permits sorting the ensemble of measured I (xi )’s into various quantiles

q =P
�

T ≤ Tq

	
=P

�
L (ν̃, T )≤ L (ν̃, Tq )

	
=P

�
I (xi , T )≤ I (xi , Tq )≡ Iq (xi )

	 ∀xi (44)

where Tq is the q th quantile,P{_} denotes probability of the argument, and Iq (xi )defines

139



www.manaraa.com

the "quantile interferogram". So long as a sufficient number of measurements are made

to enable robust quantile estimates, Iq (xi ) is a valid interferogram corresponding to the

spectrum Lq (ν̃)≡ L (ν̃, Tq ).

The limitation to an unrealistic two-dimensional flow field may appear to limit the

utility of this technique. However, the sorting of interferograms can still be performed

to yield quantile spectra. These quantile spectra contain information which is comple-

mentary to and distinct from the mean spectrum. An example from an axisymmetric

jet is presented in Section 1.5 and demonstrates this point.

Extraction of moderate-speed imagery from interferometric measurements .

The Michelson interferometer encodes spectral information via intensity variations

(as represented by the cosine term in Equation 43). These variations occur at a frequency

greater than f = vm ν̃d where vm is the mirror scan velocity and ν̃d is the lowest frequency

photon (ν̃d ∼ 1700 cm−1) that the camera detects. Thus, a temporal low-pass filter can

be applied to the interferogram cube yielding moderate-speed imagery. Also, if there

are broad regions in which no spectral emissions are observed, a temporal band-pass

filter can be applied to recover imagery (with no DC level) at higher frame rates. The

mirror scan velocity varies with spatial resolution and camera integration time.

A specific example illustrates the differences between camera and spectral image

acquisition rates. For a window size of 48×156 pixels and an integration time of 5µs,

the camera in the IFTS acquires images at nearly 10kHz as the Michelson assembly

continuously varies the optical path difference (OPD) between interfering beams. Each

image corresponds to a change in OPD of 632.816nm 2, and in this instrument con-

figuration, the mirror speed is 0.64cm · s−1. To achieve spectral images at 1.5cm−1

between 1700 cm−1 < ν̃ < 6667 cm−1 requires approximately 12, 500 sequential images

2A HeNe reference laser is used to trigger the camera to capture images at regular OPD intervals.
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collected between −0.4cm < OPD < 0.4cm. The spectral image is thus acquired at

0.8 Hz. While the camera frames at 10 kHz, intensity modulations at frequencies greater

than f = 1700 cm−1×0.64 cm · s−1 = 1088 Hz could occur due to the action of the Michel-

son, thus the effective frame rate after low-pass imagery is approximately 1 kHz. Broad-

band infrared imagery at these rates permits characterization of many types of turbulent

flow.

1.5 Results & Discussion

Laminar flame.

To demonstrate the utility of IFTS for combustion diagnostics, measurements of a

Hencken burner were recently acquired [82] and the key results are summarized here.

A Hencken burner produces a nearly ideal adiabatic flame and is routinely used as a

calibration standard for testing new combustion diagnostics. In a series of experiments,

an ethylene (C2H4) / air flame was produced at various equivalence ratios 3 (Φ). Total

volumetric flow rates were between 10.9 SLM and 17.1 SLM. The instrument collected

1000 spectral images at 1 cm−1 resolution on a 200×64 pixel array.

The observed spectra are dominated by broadband emission from CO2 between

2150 cm−1 and 2400 cm−1. Emission from H2O are spectrally structured and are found

between 3000cm−1 and 4200cm−1; weaker emissions can be found below 2000cm−1.

Spectra from fuel-rich (Φ> 1) flames exhibited CO emission lines on either side of the

2143 cm−1 band center. The CO line intensities increased with Φ. An example spectrum

is presented in Figure 52.

High-speed imagery was extracted from the interferometric cubes (see Section 1.4)

and revealed that the flame was steady up to approximately 30mm above the burner.

Within this region, the flame is stable and nearly homogeneous with a very thin mixing

3The equivalency ratio is defined by the actual fuel:air ratio relative to the stoichiometric fuel:air ratio.
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Figure 52. Mean single-pixel spectrum of an ethylene flame centered 20mm above the burner. The
large peak at 2250cm−1 is due to CO2 and the structured emission between 3000cm−1 and 4200cm−1

is primarily due to H2O. The inset color panels present (1) the time-averaged broadband infrared
image (left), difference between an instantaneous and the mean flame image (middle), and the
standard deviation of the flame intensity (right). The inset spectrum compares an ethylene cen-
ter flame spectrum at 10mm with a model fit. Fit quality can be judged by the residuals offset by
50µm/

�
cm2 · sr · cm−1

�
.

layer. However, above 30 mm unsteady behavior was observed as revealed by the inset

imagery in Figure 52. The left panel provides the time-averaged flame intensity and

characterizes the mean flow field. The middle panel shows the difference between an

instantaneous flame intensity and the mean flame intensity. Variations up to 50% of the

mean signal are evident. The standard deviation of each pixel’s intensity are provided

in the right panel.

Within this homogeneous portion of the flame, the radiative transfer model (Equa-

tion 41) can be used to simultaneously retrieve temperature and species concentrations

from the observed spectrum. To validate this approach, an ethylene flame measurement

was taken corresponding to Φ= 0.91 via fuel and air flow rates of 0.78 SLM and 12.2 SLM,

respectively. This was to permit comparison with measurements of an identical flame

studied using a tunable diode laser absorption4 technique [1]. Flame temperature and

4The laser-based diagnostic measured the shape of a single hydroxy radical (OH) line to extract
temperature
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mole fractions of H2O and CO2 were estimated by a nonlinear least-squares fit of Equa-

tion 41 to the the IFTS spectrum at 10mm above flame center. These fit parameters

were adjusted using a Levenberg-Marquardt algorithm to minimize the sum of squared

differences between the measured and model spectrum. The fit results were good as

demonstrated in the inset spectrum of Figure 52. The spectrally estimated temperature

of T = 2172±28 K was in excellent agreement with the OH laser absorption temperature

of T = 2226± 112K. Optimal concentrations for H2O and CO2 were 13.7± 0.6% and

15.5±0.8%, respectively, exceeding expected results by 20% according to equilibrium

calculations. Relative line heights determine the gas temperature, whereas absolute line

heights determine species concentrations. The good agreement in temperature suggest

the relative instrument spectral calibration is good. However, the poor agreement in

concentration could be caused by a systematic error in the absolute calibration.

Jet engine .

Having demonstrated the applicability of IFTS to a laminar flame, we now consider

the highly turbulent flow field produced by a jet engine. Rapid temperature fluctuations

in the flow field produce substantial changes in the instantaneous scene spectrum

during the course of an interferometric measurement. The SCAs associated with the

spectrum from a single interferometric cube appear as noise. Time-averaging reduces

this "source noise" and produces a recognizable spectrum. However, the quantile

analysis discussed in Section 1.4 is evaluated for its utility in reducing SCAs as well as

providing information on temperature fluctuation statistics.

The exhaust plume from a Turbine Technologies SR-30 turbojet was imaged by the

IFTS. The SR-30 is a small turbojet designed for educational laboratory work. A single-

stage centrifugal compressor operating between 39,000–87,000 rpm delivers air to the

27 cm long × 17 cm diameter engine designed for combusting various fuels including
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Jet-A, JP-8, diesel, and kerosene. Maximum thrust of the SR-30 is approximately 178N

with a nominal exhaust temperature of 720 ◦C. 800 spectra at 25 cm−1 were collected on

a 48×156 pixel window.

The collection of interferometric measurements were sorted into quantiles Iq (xi )

corresponding to q ∈ {0.159, 0.5, 0.841}. These quantiles correspond to the m −σ,

median, and m +σ of a normal distribution characterized by mean m and standard de-

viationσ. Quantile interferograms were converted to apparent radiance spectra. Plume

spectra at all quantiles feature weak broadband emission between 2000−2800cm−1

with large emission features arising from thermally excited CO2. A map of brightness

temperature5 TB (Lq (ν̃)) at ν̃= 2278 cm−1 from the median quantile is presented in the

top of Fig. 53. The plume appears fairly symmetric and spans nearly the full width of

the FPA. The low-emissivity, polished metal engine appears substantially cooler. The

median-quantile spectrum Lq=0.5(ν̃) for a center pixel near the jet is also shown. The

imaginary part of the spectrum is also provided and appears as noise, indicating SCAs

have been minimized. (In a properly-calibrated FTS measurement of a static scene, the

signal is contained in the real part and noise is equitably distributed among the real and

imaginary parts. SCAs can be detected by examination of the imaginary part.) Kinetic

temperatures could be retrieved from the spectrum using an appropriate radiative

transfer model which properly accounts for the three-dimensional flow field.

At each pixel, the magnitude of temperature fluctuations can be characterized by

estimating the standard deviation by differencing two brightness temperature quantiles,

i.e. σ+B (ν̃) = TB (Lq=0.841(ν̃))−TB (Lq=0.5(ν̃)). A map of σ+B (ν̃) at ν̃= 2278cm−1 is provided

in the bottom panel of Fig. 53.

While the map represents fluctuations in brightness temperature and not the gas

kinetic temperature, the two are connected through the effective spectral emissivity of

5Brightness temperature is defined by TB (L (ν̃)) = c2ν̃/ log
�
1+ c1ν̃

3/L (ν̃)
�

where c1 and c2 are the first
and second radiation constants.
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Figure 53. Top panel: Brightness temperature TB at ν̃= 2278 cm−1 from the median quantile (q = 0.5)
spectrum. The inset figure presents the spectrum for a center pixel at engine exit. Bottom panel:
Brightness temperature standard deviation σ+B estimated by differencing brightness temperatures
from the q = 0.841 and q = 0.5 quantile spectra. Translucent lines are overlaid to distinguish the core
and shear layers.

the plume. Thus, this image indicates qualitatively the strength of temperature fluctu-

ations throughout the plume and reveals asymmetry in the spatial distribution. The

fluctuations are strongest at the shear layer where the hot exhaust gases turbulently mix

with the cold ambient air. The wedge shaped core is also evident, and while turbulent,

appears less so than at the shear layer as expected. While non-uniformities along the

LOS complicate quantitative interpretation, we’ve demonstrated that IFTS can be used

to study turbulent flows and have presented a novel method to estimate temperature

fluctuation statistics.

Bulk flow field characterization is also possible as demonstrated in a separate exper-

iment. Recently, exhaust from an F109 turbofan engine was imaged with the IFTS [122].

Examination of the time-averaged spectra from the exhaust plume indicated that the

spectral region above 4200cm−1 was free of spectral emissions. Since the Michelson

mirror was scanned at a speed of 0.18 cm · s−1 in this experiment, intensity variations at
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frequencies above 756 Hz could be attributable to fluctuations in the flow field. A tem-

poral high-pass filter (Butterworth, 756 Hz cut-off) was applied to the stack of images

comprising a single interferometric cube. A sequence of images is provided in Figure 54

and reveals the dynamic flow. Turbulent eddies are observed to move down stream at a

nearly constant velocity. Since the camera frame rate (2860 Hz) and pixel dimensions

(0.26×0.26 cm2) are known, frame-by-frame tracking of one eddy provides a bulk flow

velocity estimate of 181m · s−1. This compares well to the exit velocity of 176m · s−1

computed using measured fuel/air mass flow rates and a thermocouple temperature

measurement at the exhaust exit [122].

1.6 Conclusions

In this paper, we’ve summarized recent efforts at developing IFTS for combustion

and flow field diagnostics. The IFTS enables highly resolve spectra across a wide band-

width to be captured at each pixel in an image. We’ve demonstrated how this enables

simultaneous retrieval of temperature and multiple species concentrations. Moreover,

the DC information captured by the focal-plane array in the IFTS yields high-speed,

broad-band imagery “for free” enabling characterization of the bulk flow in a dynamic

plume. This was used to successfully estimate bulk flow velocity from a jet engine. Addi-

tionally, the DC information permits the estimation of spectra at various total-intensity

quantiles. These quantile spectra complement the information found in the mean

spectrum and enable qualitative estimates of temperature fluctuation statistics. The

wealth of information that can be extracted from IFTS measurements of flow fields

establishes it as a useful diagnostic tool. In particular, IFTS measurements could be

used to validate predictions from next-generation plume codes.
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Figure 54. Tracking turbulent eddies enables bulk flow velocity estimation as demonstrated in this
sequential imagery of F109 engine exhaust. A Butterworth temporal high-pass filter with cut-off fre-
quency of 756 Hz was applied to the imagery.
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Appendix B. Using UNICORN

This appendix presents a description of the computational fluid dynamics model,

UNICORN. This description is intended to be a guide in using UNICORN for future

AFIT students to simulate laminar flames, and is presented as such. This includes

some repeated material from Sec. 2.2. It includes an explanation of each relevant input

variable, how to run UNICORN, how to export the data into MatLab, and how to visualize

and use the results in MatLab. Also included are examples input files for several flame

configurations setups. Note that the detailed guide makes use of a UNICORN input file

used in the research for Chapter III and input files used in the simulations of Chapters

4 and 5 are also provided.

2.1 What is UNICORN

In short, UNICORN (UNsteady Ignition and COmbustion with ReactioNs) is a time-

dependent computational fluid dynamics with chemistry (CFDC) model that is perhaps

one of the most thoroughly evaluated Navier Stokes based codes developed today [70].

UNICORN solves for axial- and radial-momentum equations, continuity, and enthalpy-

and species conservation equations to simulate combustion in flames [70]. When

written written in a cylindrical-coordinate system, the governing equations are [70]:

∂ ρ

∂ t
+
∂ ρu

∂ z
+

1

r

∂ (rρv )
∂ r

= 0 (45)

and
∂ (ρΦ)
∂ t

+
∂ (ρuΦ)
∂ z

+
1

r

∂ (rρvΦ)
∂ r

=
∂

∂ z

�
Γ Φ
∂ Φ

d z

�
+

1

r

∂

∂ r

�
r Γ Φ

∂ Φ

∂ r

�
+SΦ (46)

Here, ρ, is the flow density, u and v are the axial, z , and radial, r , velocity components

respectively. Eq. 1 is the continuity equation and Eq. 2 is either the momentum, species

or energy conservation equation, depending on the choice of Φ. Γ Φ are transport co-
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efficients and SΦ are source terms. A table of the various Φ, Γ Φ, and SΦ is available in

[70].

In solving, momentum equations for u and v are integrated using an implicit QUICK-

SET (Quadratic Upstream Interpolation for Convective Kinematics with Estimated

Streaming Terms)) numerical scheme [71]. Species and enthalpy is obtained using the

hybrid scheme found in [72] along with upwind and central differencing. The finite-

difference form of the governing equations, evaluated on a staggered-grid in z and r , is

written as:

APΦ
N+1
P +Az++Φ

N+1
z++ +Az+Φ

N+1
z+ +Az−Φ

N+1
z− +Az−−Φ

N+1
z−− +Ar ++Φ

N+1
r ++

+Ar +Φ
N+1
r + +Ar −Φ

N+1
r − +Ar −−Φ

N+1
r −− = SΦP +∆tρPΦ

N
P

(47)

This equation is solved over the time increment,∆t , at a point, P . N and N +1 are

the known variables at the N th time step and the unknown variables at the (N +1)th time

step. z− and z+ are values at grid points immediately adjacent to P . A, and the terms

on the right-hand side of Eq. 3 are calculated from known variables at the N th time

step. The pressure field at every time step is calculated solving a system of algebraic

pressure Poisson equations at all grid points using the Lower-Upper decomposition

technique. Enthalpy of all species is calculated using polynomial curve fits and are

vallid over the temperature range 300 to 5000 K. Viscosity, thermal conductivity, binary

molecular diffusion coefficients and other such physical properties of the species are

calculated using molecular dynamics. Mixture viscosity and thermal conductivity are

estimated using the Wilke and the Kee expressions respectively [73]. Molecular diffusion

velocity of a species is calculated according to Fick’s law, using the effective-diffusion

coefficient of that species [74]. The Lennard Jones potentials, effective temperatures,

and coefficients for enthalpy polynomials for each species are obtained from CHEMKIN

libraries. The UNICORN edition used in this work (UNICORN GRI Version 3.0) had

149



www.manaraa.com

a finite rate chemistry database that included 53 species and 650 possible chemical

reactions.

2.2 Build an input file

This may be the most important aspect of using UNICORN. Understanding each

line of the input will save hours of computation and the potential for false results. Below

is an example of an actual input file used to simulate a partially premixed ethylene

flame with an N2 co-flow (This is an input that models the Hencken burner as closely

as possible). Take the time to review each line and what each variable represents, you

may even learn something you need to worry about.

After you have reviewed all the variables used, you can build an input file using the

MatLab wrapper function "Build_Unicorn_Input_Files.m"

Example input.

This is the input file for modeling the 1" Hencken burner with a 0.25" co-flow (if

the burner was round) flowing an ethylene/air mixture at a rate of 2 m/s with a Φ= 1.1

fuel-to-air ratio.
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Line-by-line breakdown.

Here each line is broken down into its variables, pointing out what each does and

what variables are most important. Each variable is color coded to its description.
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Wherever possible, pictures have been provided to aid in the understanding of what

each variable does.

1,- C2H4-Air Premixed Flame Phi 1.1 (Hencken Burner) - (Global & Finite Rate Chemistry Model)-

This line is simply the file name line. Change this to reflect the flame you are setting

up to help keep things organized. Remember, you can not change the actual name of

the file (this will always be input.uni) so its important to keep a unique name here.

1, 0, 0/ ISYM,IREAD,IGNIT

Here we define whether the flame is axisymmetric or a 2D flow as well as some

information the code uses to start.

ISYM

0 for 2D flows;

1 for an axisymmetric flow

*For most laminar flame research, axisymmetric will be the best setting. Using

the axisymmetric setting means the calculations will only be performed from

flame center outward with the assumption of a mirrored boundary at flame center.

Also the calculations will only be performed in a plane, this greatly speed up the

calculations.

IREAD

0 will start the calculation from scratch with no inputs needed

1 will start the calculation from a provided file titled "FLAME.DATA" however

the grid system used will still be the one specified in the input file

2 is the same as 1, however the data will be transferred from the grid used in
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the "FLAME.DATA" onto the one specified point-by-point irrespective of the

coordinates.

* If a file "FLAME.DATA" is available it is best to keep this setting at 1. However if

you have generated a brand new flame, "FLAME.DATA" may not exist yet so 0 is

needed here. Note that this may add to computation time because the code has

no good starting guess. If you have already run the code for a wile and you would

like to start up again where the code last left off, be sure to copy the output results

stored in "FLAMEA.DATA" to "FLAME.DATA".

IGNIT

This variable allows the user to define an ignition source. This is needed when

starting the code without a "FLAME.DATA" file. This input does not include an

example of ignition but one is provided below.

1,0,0.01,0.0625,0.001,-40.0,0,4*0.0/ISTDY,INOISE,(X,Y,A,F of noise)

This line sets the steadiness of the flame and the addition of artificial sources of

noise.

ISTDY

1 for steady-state simulations

0 for unsteady simulations

* In all cases where starting from initial guesses it is best to have this set to 1. This

will allow the code to come to a steady-state solution quickly, providing a good

starting point for an unsteady calculation. If you know the flame is unsteady, run

the steady-state code for 1000 or so iterations and start the code up again from

the steady-state solution with this now set to 0. Again this requires replacing the

input results stored in "FLAME.DATA" with the results from "FLAMEA.DATA"
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INOISE

0 for no artificial noise

*This value will turn on artificially introduced noise, i.e. a speaker putting waves

into the fuel stream. This level of complication is most likely not something AFIT

will need and so this value should be left 0.

ALL OTHERS

This will adjust the artificial noise’s position, frequency and amplitude. Because

the previous value is left to 0, these values are inactive.

0.00,0.0500,0.250 / RTIN, RTOT,ALENG

This line sets the dimensions of the calculation domain

(x,y,z) = (0,0,0)

x

y

z

AL
EN

G

RTOT

RTI
N

Caclulation Domain

RTIN
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0.00 - inner line (or plane) of the computational domain, [m]

* If the flame is defined above to be axisymmetric, this value should be kept 0.

There is no need to do calculations outside of a singe plane because it would add

no unique solutions.

RTOT

0.05 - width of the computational domain, [m]

* Here the value is set to 5 cm but this value should be changed to accommodate

each flame AND enough space around the flame for any ambient air around it

that may be affected. Remember, if the flame is axisymmetric the calculation

domain only needs to accommodate half the flame width. If the flame is closely

surrounded by an encasement, the width of the encasement should be used.

ALENG

0.25 - height of the computational domain, [m]

* The height setting is more open to change depending on the desired results.

It should be set to as high a value as possible as this will provide the maximum

information in the results. The tradeoff however is a decrease in spatial resolution

if the number of grid points used are fixed, or an increase in calculation time if

more grid points are added. It is, therefor, prudent to understand how high of a

flame calculation you will NEED and not go much further than that. The height

of the calculation domain does not directly affect the flame chemistry, just the

window of results you will get.

1.0, 294.0,1.0133D+05, 1.225,1.0,10.0,0.233, 5, 07, 08, 09/ Reference Values
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In this line the reference values for some of the physical constants are set. Also the

fuel(s) used in the setup are defined.

Velocity

1.0 - Reference velocity for the system U, [m/s]

* This value does not set the flow velocity of the fuel, but is rather a reference

value. For most flames, a value between 1 m/s and 10 m/s is recommended. Note,

though, if the code does not run and the U-RESID value shown in the terminal

window is very large, say 1E100+ then the reference value is set improperly.

Temperature

294.0 (Room temperature)- Temperature of the ambient air, [K]

* Set this value to the measured atmospheric conditions measured in the experi-

ment you are comparing against. Otherwise keep fixed at room temperature.

Pressure

10133D+05 (Atmospheric pressure) - Pressure of the system p, [Pa]

* Set this value to the measured atmospheric conditions measured in the experi-

ment you are comparing against. Otherwise keep fixed at standard pressure.

Density

1.225 (Density of air at sea level) - Reference density of the systemρ, in [kg/m3]

* Set this value to the density of the free-stream conditions measured in the exper-

iment you are comparing against. Otherwise keep fixed at standard density.

Turbulence kinetic energy

1.0 - Reference turbulence kinetic energy value k in units of energy/mass, [J/kg]

* Turbulence kinetic energy is defined as 1
2〈u ·u〉 where 〈u ·u〉 is the trace of the

Reynolds stress tensor. This value is not active for laminar flames.
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Turbulence kinetic energy dissipation rate

10.0 - Reference turbulence kinetic energy dissipation rate ε, [m2/s3]

* Turbulence kinetic energy dissipation rate is defined as ε= ν〈si , j si , j 〉where ν is

the kinematic viscosity and si , j is the fluctuating rate-of-strain tensor. This value

is not active for laminar flames.

Oxygen

0.233 (mass fraction of oxygen in air) - Reference oxygen MASS fraction, no

units

* This sets the mass fraction of oxygen in the ambient air conditions

Primary Fuel

5 - Ethylene is set as the primary fuel by putting the number 5 here.

* To change the primary fuel, simply replace 5 with one of these preset fuel choices:

C———————————————————————–

C FUEL: 1 - H2, 2–CH4, 3–CH3OH, 4–C2H2, 5–C2H4, 6–C2H6,

C 7–C3H8, 8–C3H6, 9–CH2O, 10–CO, 11–C7H16

C———————————————————————–

Additions to the primary fuel

07, 08, 09 - This example shows the possible addition of HCO, CO2, and CO

* Note here that the numbering convention of the primary fuel above and the

additional chemicals is not the same. Also note that all additions put in here DO

NOT need to be used in the calculation. They will be ignored in the calculation if

their mass fraction is set to 0 in a later line. The chemicals to choose from are:
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1, 0, 1, 1, 1, 1/ IFLOW,ISWIRL,ITHRM,ICHEM,IPROP,IGRAV

This line is very important even though most of it will likely remain unchanged.

Here is where a turbulent or a laminar calculation is chosen

IFLOW

0 - Does no flow calculation

1 - Does a laminar-flow calculation

2 - Does a turbulent-flow calculation

* The functionality of this value is straightforward. Check a calculation of your

flame’s Reynolds number to see if it falls into the laminar or turbulent category.

Reynolds numbers ∼< 2000

ISWIRL

0 - Does not perform swirl calculation
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1 - Includes a swirl component to the velocity in the calculations

* Here swirl is defined as a deliberate swirl to the fluid flow before ignition, i.e. if

the pipe flowing the chemicals has a swirling device. This will probably never be

the case so this value should remain 0.

ITHRM

0 - Does not perform temperature calculations

1 - Does perform temperature calculations

* Temperature calculations should always remain on

ICHEM

0 - Does not perform species transport calculations

1 - Does perform species transport calculations

* Species transport calculations should always remain on

IPROP

0 - Transport properties will be held constant

1 - Transport properties will be a function of concentrations and temperature

* This should always remain on

IGRAV

0 - Gravity is not included in the calculation

n - Gravity is included in the calculation. If n > 0 then the gravitational constant

used will be n ∗ g , where g = 9.8 m/s 2. If n < 0 then the gravitational constant

used will be g /n

* Unless we are working on the moon, this should always remain 1

6 /No. of cards describing the boundaries >=4

159



www.manaraa.com

This value sets the number of lines, immediately following, that describe the bound-

aries of the system. There is a minimum of 4 because you must at least define the top,

bottom, left and right side of the calculation domain. For an axisymmetric flame with

no co-flow this value should be set to 5 (top, bottom, left and right side of the domain

and one more for the edge of the fuel pipe). In this example, the flame is axisymmetric

and has a co-flow so 6 lines are needed. Additional examples of various flame setups

are provided in Section 2.5.

1, 2, 0.2500, 0.0, 11*0.0/ J=1 Axis

2, 0, 0.2500, 0.0, 0.01000, 0.0, 0.0, 300.0, 1.0,10.0, 0.000000, 0.231371, 0.0005,0.00,0.00/J=1

ambient air

3, 0, 0.0125, 1.0, 2.00000, 0.0, 0.0, 300.0, 1.0,10.0, 0.069697, 0.215258, 0.0005,0.00,0.00/J=1

FuelJet

3, 0, 0.0189, 0.0, 0.25000, 0.0, 0.0, 300.0, 1.0,10.0, 0.000000, 0.000000, 0.0000,0.00,0.00/J=1

N2 Jet

3, 0, 0.0500, 0.0, 0.01000, 0.0, 0.0, 300.0, 1.0,10.0, 0.000000, 0.231371, 0.0005,0.00,0.00/J=1

ambient air

4, 3, 0.0500, 0.8, 11*0.0/ I=LI Exit

These lines are the most important of the entire input file. Here is where the flame

size, flow rates and starting conditions are defined.

ISIDE

1 - Bottom side of the grid system

2 - Top side of the grid system

3 - Left side of the grid system

4 - Right side of the grid system

* When defining the edge of the flame or a co-flow, use ISIDE = 3
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ITYPE

0 - Specified flow boundary

1 - A wall boundary

2 - An axis of symmetry boundary

3 - A free flow boundary

* The bottom of the system should be set to an axis of symmetry. If the flame was

previously defined as axisymmetric, the program will automatically treat the far

left side (the first line with ISIDE= 3) of the system as the point of symmetry for the

calculation. If the flame is in a small enclosure (small enough to where the flame

flow-field would be affected by the walls) then a value of 1 may be needed for the

right and top sides. Additional examples of various flame setups are provided in

Section 2.5.

LENGTH

Length of boundary, [m]

*Set the length of each boundary with this value. If the boundary is the bottom or

top, the length should match the value specified in ALENG above. If the boundary

is the right side of the grid the length should match the value specified in RTOT

above. The length of all the specified "left" boundaries should add to match

RTOT as well. In this example a 2.5 cm flame is surrounded by a 0.64 cm co-flow.

Because the flame has been set to axisymmetric we only need to specify half the

flame width, thats why the third line here has a length of 0.0125 m. This means

that from x = 0 to x = 0.0125 the system is described by the flow settings in the

third line. Line 4 has a length of 0.0189 because the length of this section adds to

the end of the previous section, i.e. 0.0189= 0.0125+0.0064. Lastly, line 5 shows

that the remainder of the calculation domain (from 0.0189 to 0.05) is defined by

the flow settings in the 5th line.

161



www.manaraa.com

AL1

An extrapolation constant or a profile definition depending on what ITYPE is

If ITYPE is 2, or 4 then this should be a value between 0 and 2. Values closer to 0

represent an extrapolation that is more stable but less accurate. Values closer to 2

are more accurate but can be unstable. A value of 1.2 to 0.8 is usually ok.

If ITYPE is 3, then this value describes the exit velocity profile. 0 is a top hat exit

velocity profile. 1 is a perfect parabolic exit profile and any value in between is

somewhere between a top hat and a parabola.

Flow velocity

(u, v, w) - Velocity of the fluid in each direction, [m/s]

* This is where the pipe exit velocity is set. In the cases where you have knowledge

of the fuel flow rates in units of volume/time, you will need to divide out the area

of the pipe exit to get to m/s. Note also that this example has a small velocity value

for the "top" line. This is intended to mimic a hood vent used in the experimental

setup. A velocity of 0 is okay if no vent is used.

The v and w components of the velocity should be 0 for most flames if the pipe is

vertically placed.

Temperature

300 - Temperature of the flow described in that line, [K].

* This should match the ambient air temperatures measured during experimenta-

tion if you are trying to match a laboratory test.

k and ε

1.0 - k value for this boundary, [J/kg]

10.0 - ε value for this boundary in [m2/s3]
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* These values only represent starting guesses and need not be changed. Again

they are inactive for laminar flames

Fuel mass fraction

0.069 - Fraction of the flow that is the primary fuel by mass

Oxygen mass fraction

0.215 - Fraction of the flow that is oxygen (O2) by mass

Fuel addition mass fractions

0.0065 - Fraction of the flow that is each of the additions to the primary fuel by

mass

AL
EN

G
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.2

5 
m

RTOT = 0.05 m

Top of grid system 

2, 0, 0.25, 0.0, 0.01,0,0,300, 1,10,0,0.231,0.007,0,0

Bottom of grid system 
1, 2, 0.25, 0.0, 11*0
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The Flame 
3, 0, 0.0125, 1,2!

0,0,300,1,10,0.069,!
0.2150.007,0,0

The co-flow 
3, 0, 0.0189, 0,0.25!

0,0,300,1,10,!
0,0,0,0,0

Air 

2, 0, 0.25, 0.0, !
0.01,0,0,300, 1,10,!
0,0.231,0.007,0,0
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Example mass fraction calculations.

The Flame

In this input example, the flame was set up to be aΦ= 1.11 ethylene/air pre-mixed

flame. This means the fuel and air flow in together in a ratio of fuel to oxygen

of 1.1 compared to the stoichiometric ratio. There are any number of ways to

achieve this Φ valaue but in this example the air needed to have a flow rate of 12.2

SLM. Given this it is straightforward to calculate the needed fuel flow rate. First,

start with the balanced reaction equation:

C2H4+3O2→ 2CO2+2H2O

From this we can see that there is a 3/1 oxygen to fuel ratio for a perfect stoichio-

metric reaction to occur. In other words, if a Φ= 1 flame was desired, the fuel flow

rate would need to be 12.2∗0.21
3 = 0.86 SLM, where here we account for the fact that

air is only 21% oxygen by volume. With this value it is easy to get to the needed

flow rate of any Φ value desired:

Fuel Flow Rate=
Air Flow Rate ∗0.21

3
∗Φ= 0.85 ∗Φ

And so for a Φ= 1.1 flow we see we need about 0.95 SLM of fuel.

To get from flow rates to the values seen in the input files requires a bit more math.

Remember, the values in the input are total flow MASS fractions, not volume

fractions. Because of this, we first need to calculate the total mass of the flow. The

molecular mass of ethylene is 28 and the molecular mass of air is roughly 28.97

164



www.manaraa.com

so, given the flow rates, the molecular mass of the total flow is:

0.95

0.95+12.2
∗28+

12.2

0.95+12.2
∗28.97→ 28.9

With this value we can finally get the mass fractions needed for the input file. First

the fuel:
0.95

0.95+12.2
∗ 28

28.97
→ 0.069

or in words, its the fraction of the total flow that has a mass of 28.

The total mass that is oxygen:

12.2

0.95+12.2
∗0.21 ∗ 32

28.9
→ 0.21

This example has the addition of CO2 in the flow. This is added just to account for

the presence of atmospheric CO2. Its mass fraction is calculated in the same way

as the oxygen, knowing that the atmosphere is about 0.04% CO2.

12.2

0.95+12.2
∗0.0004 ∗ 44

28.9
→ 0.0005

The Co-Flow

The co-flow is a pure flow of N2 making it very easy to describe. UNICORN is

setup in such a way that the fraction of flow that is not specifically described by

the fuel, O2, or additions is automatically set to N2. That means, to get a pure N2

flow you need simply set all mass fraction values to 0.

The Ambient Air

It is important here, and in all previous calculations, to measure as best as possible

the atmospheric conditions at the time of the experiment. It is straightforward to
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describe this using the standard mass fractions of the components of air. Note

that the top of the grid system and the ambient air usually have the same setup.

0/NBODY

0/NFINJ

These two lines will most likely not be needed. NBODY sets the number of "bodies"

that will be in the calculation domain. If this value is greater than 0, additional lines

below 0/NBODY and before 0/NFINJ will be needed. These bodies are things such as

the fuel pipe if you want the calculation domain to extend below the bottom, or an

object in or above the flame. Most flames will be perfectly described without the fuel

pipe included in the calculation. Only when flame liftoff is a possibility is this truly

needed. An example of a fuel pipe body is provided in Sec. 2.5.

NFINJ

This should remain 0.

7, 20, 0.002, 50, 0.0070, 50, 0.0120, 50, 0.0200, 50, 0.0350, 50, 0.0700, 20, 0.0600/NI,I,X

Here is where the axial component of the grid system is setup. Grid sampling should

be thought out carefully to maximize resolution in areas where combustion events are

most prevalent.

NI

7 - Number of sections to divide the grid into along the axial direction

* Note here that in this example 7 sections are chosen and so there are 7 pairs of

numbers that follow.

I

20 - Number of grid points to be used in this section.
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* Note that the total number of grid points available in the axial direction is fixed

to 500 in the code.

X

0.002 - length of this grid section, [m].

* Note that the total length of all sections needs to be equal to or less than the total

width of the system RTOT. If the sum of all grid sections equals RTOT then the

sum of all grid numbers, I, should equal 500 also. If
∑

X <RTOT and
∑

I < 500,

the remaining grid points will be distributed exponentially over the remaining

distance.

3, 62, 0.0248, 10, 0.0050, 10, 0.0090,/NJ,J,Y

Here is where the vertical component of the grid system is setup. Again, grid sam-

pling should be thought out carefully.

NJ

3 - Number of sections to divide the grid into along the vertical direction

* Note here that in this example 3 sections are chosen and so there are 3 pairs of

numbers that follow.

I

62 - Number of grid points to be used in this section.

* Note that the total number of grid points available in the vertical direction is

fixed to 200 in the code.

Y

0.0248 - length of this grid section, [m].

* Note that the total length of all sections needs to be equal to or less than the
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total height of the system ALENG. If the sum of all grid sections equals ALENG

then the sum of all grid numbers, J, should equal 200 also. If
∑

Y <ALENG and
∑

J < 500, the remaining grid points will be distributed exponentially over the

remaining distance.

1000, 0, 0.50, -100, 0/ ITEND,ISECS,CFLNO,ISTORE,ISTB

This line allows you to adjust how many iterations the code runs for, and how the

output file is saved.

ITEND

1000 - Total number of iterations to be performed

*The code does not shut off until this number of iterations is reached, even if a

consistent solution is reached, so choose this value wisely. If you are starting from

initial conditions then this may need to be quite a large value. Starting from a

previous solution may only need 1000 iterations. If you are running with ISTDY

set to 1 with the intention of stopping the code and staring it again with ISTDY

set to 0, this value should be around 1000-5000. A good tip, though, is to set this

to a very large value always, 100000+, and let the code run. You can always stop it

early with no consequences.

Here is an example of how many iterations to include for this input file: Each

iteration represents 0.00002 seconds of real time. If you want information on one

period of a flame that flickers at a rate of 90 ms per flicker then 5000 iterations

would represent 100 ms, or about 1 flame period.

ISECS

0 - Allowed cpu time in seconds

* Keeping this value at 0 will not restrict the cpu
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CFLNO

0.50 - non-dimensional time-step * Change this to change the iteration time

value for each step of the code. Here 0.5 represents a time step of 0.2 ms each

code iteration. A value of 0.8 would represent a time step of 0.4 ms.

ISTORE

-100 - Number of iterations between each output file save

* If this value is positive, the code will save every n iterations and keep each saved

file, growing "FLAMEA.DATA" each save. If the value is negative the code will save

every n iterations and overwrite the same file each time. Setting this value to 0

will provide no output files until the last iteration.

Note that a code used later to convert the output file into a format MatLab can

read is only capable of handling the first 99 instances saved to the FLAMEA.DATA

file. Choose ITEND and ISTORE so that ISTORE is about 1/100 of ITEND.

1, 1,/ ITPRNT, IPRES

ITPRNT

0 - No final output file

1 - Final output file

* You should always want the final results, so keep this a 1

IPRES

1 - Prints the residuals in the terminal screen as the code is running every n

iterations

* In this example the code will show the residuals every iteration. This does not

represent any change in computational time so staying with 1 is best
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’PNT’,’PNT’, ’PNT’, ’PNT’, ’PNT’, ’PNT’ /N-Scheme- U,V,W, H,Sp,KE

100,100, 100, 100, 100, 100 /No.of Relaxations- U,V, H, Species

0.9,0.9, 0.99, 0.99, 0.99, 0.99/RELX-U,V,W, H,Sp,K

1.0D-08,1.0D-08, 1.0D-08, 1.0D-08, 1.0D-08, 1.0D-08/Tolerance

1000.0,1.0D+15,100000*1/Rxns.

00,2,0,0.04,0.08,0.12,0.15/IBEVOL,ISEVOL,NEVOL,(XEVOL(N),N=1,NEVOL)

0,0,6,11,26/IBDRV,NDRV,IDRV(1;10)

0,0/IBDRG,ISDRG

0,10,5,0,02.000,1000.0,01.0,1.0/NOPT,IBINJ,ITINJ,IEINJ,PDIA,PDEN,PTHR,PVEL

This block of code deals with numerical schemes, relaxations, tolerances, reactions

used and particle injections and is best left alone

15000, 100, 1, 00, 0.0, 0.084, 0.0, 0.025, 0, 2/IBANM,ISANM,KSYM,IPANM,X1,X2,Y1,Y2,NF,KORNT

This line gives you the option of outputting a figure as the code runs to help visualize

the code progress.

IBANM

15000 - Sets the iteration where the figure is first generated

* Set this to a low value if you want a figure quickly to check the setup of a flame.

ISANM

n - A new figure will be saved every n iterations after IBANM

-n - A figure will be saved every n iterations after IBANM overwriting the previous

figure

KSYM,IPANM,X1,X2,Y1,Y2,NF,KORNT

These allow you to change the shape of the figure and should not be changed

15000, 01, /NBAVE,NEAVE
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This line gives you the option of saving an average results file in addition to the

standard output

NBAVE

15000 - Sets the iteration where averaging will begin

* Make sure that the flame has come to a steady solution before turning this on.

NEAVE

0 - No averaging is done

1 - Average from NBAVE to the end

n >NBAVE - only average from NBAVE to n

*With regards to averaging, it is best done in MatLab later, when it can be controlled

more.

’FLAME.DATA’/—- INPUT DATA —–

’FLAMEA.DATA’/—- STORE THE FINAL DATA —–

’TIME.DATA’/—– Time Evolution——

’DRIVE.DATA’/—— Driving History—–

’DRAG.DATA’/——- DRAG Data ———

’TRACK.DATA’/—— Particle Data——-

’MOVIE.DATA’/——- Movie Data————

’FLAVE.DATA’/——- Average Data ——–

’output’/—- WRITE THE DATA —–

These lines define the names of all the files that will be saved and they should be

left alone.

CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
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This line sets the end of the input file. Anything after this line is not active, so store any

notes or different flame setups here

2.3 Run the input file

To run the input file you must first have all the correct files in the directory. This

includes:

1. input.uni

The input file. Take care not to change the file format of this document from a

"Plane Text" file or the code will not run.

2. FLAME.DATA

The starting dataset. This is not 100% necessary but is highly recommended.

Again, here file format is very important. When working with a Mac computer,

this file will often end up with the wrong line ending delineator. This especially

occurs when copying data from "FLAMEA.DATA" to "FLAME.DATA". If the code

does not run try the following command in the Terminal:

sed -e ’s/$/\r/’ FLAME.DATA > FLAME.DATA

3. FLAMEA.DATA

The final dataset.

4. output

A file that stores run output information

5. unicornd-griv3.out

This is the UNICORN executable

With all these files in the same directory, open a Terminal window and set the

terminal path to the same directory with these files.
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To run UNICORN, enter: ./unicornd-griv3.out into the Terminal window and hit

enter. If UNICORN is running correctly, you should see the following appear in the

Terminal window:

2.4 Bringing results into MatLab

The file "FLAMEA.DATA" stores the UNICORN results, but it needs to undergo a few

changes first before MatLab can read it correctly.

• First the raw, unstructured UNICORN output must be converted from a stag-

gered mesh to a regular mesh and (depending on the input variable ISTORE)

FLAMEA.DATA needs to be broken into each saved file. This is done with the exe-

cutable "unicorn-to-tecplot-multi.out". In a Terminal window, with FLAMEA.DATA

and unicorn-to-tecplot-multi.out in the same directory, type ./unicorn-to-tecplot-

multi.out and hit enter. You will immediately be prompted with the question

"HOW MANY FIES YOU HAVE IN FLAME.DATA?". Type in the number of files

(1 to 99) that are saved in FLAMEA.DATA and hit enter. If FLAMEA.DATA has

more than 99 files then only the first 99 will be used. This will immediately start
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exporting files titled flame##.dat where ## is 01, 02 ... 99 depending on how many

files FLAMEA.DATA had.

• Next the flame##.dat files need to be switched to a CSV format for the Matlab "im-

portdata" function to handle. A MatLab wrapper function, Change_flame_to_flame_csv.m

is available to do this cleanly. It loops over each flame##.dat file to create a

flame##_csv.dat file, deleting the old flame##.dat.

• Lastly, the files "flame##_csv.dat" need to be imported into MatLab and interpo-

lated onto a uniformly-spaced grid. The Matlab wrapper function Import_Unicorn

_Data.m has been written to help with this. Note that these files can be large, and

interpolating 4 or more variables over 99 files and then saving the results can take

over an hour.

2.5 Additional input file examples

Provided here are additional examples of input files. These examples show some of

the variation in the input values described in Sec. 2.2 including a pipe style flame and a

flame with a body.

Hydrogen diffusion flame example input.

This example simulates the flame tested in [2]. It is a laminar, pure hydrogen dif-

fusion flame exiting an 8 mm pipe. This code was used in the simulation of data for

Chapters IV and V.

174



www.manaraa.com

10,20, 1700, 010, 020/IGNIT, IGKEEP, IGTEMP, IGC, JGC

Note that in this example, an ignition source is used. The variables that define this

ignition are as follows:

IGNIT

0 - No ignition is used

N > 0 - Ignition will start at the Nth iteration

* Set this to a low value if you want the flame to start quickly.
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IGKEEP

N > 0 - Ignition will stay on for N iterations

IGTEMP

N - Temperature of the ignition source

* This needs to be set higher than the ignition temperature of your fuel mixture

obviously.

IGC

N - Location of the ignition along the J axis

IGC

N - Location of the ignition along the I axis

Hydrogen diffusion flame with body example input.

This example simulates the same flame tested in [2]. Now, however, there is a 1 mm

thick body (a circular disk) placed 2 mm above the pipe exit and extending out with a

radius of 3 mm. This is an example of a type of bluff body. Note here that the XM, YM,

XP, YP naming convention seems to have the X and Y labels reversed.
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Ethylene premixed pipe flame.

This example simulates the same flame tested in Chapter V.
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D.R. Crosley. Laser-induced fluorescence determination of temperatures in low
pressure flames. Applied Optics, 28(17):3556–3566, 1989.
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